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Abstract

The increasing coupling of planning and scheduling between different companies leads to novel challenges in devising and implementing effective decision support systems. In this paper, we describe a hard decentralized scheduling problem with heterogeneous machines and competing job sets that belong to different self-interested stakeholders (agents). These agents want to minimize their costs that consist of individual tardiness cost as well as their share of the machine operating cost. The determination of a beneficial solution, i.e., a respective contract in terms of a common schedule, is particularly difficult due to information asymmetry and self-interested behavior of the involved agents. To solve this coordination problem, we present two automated negotiation protocols with a set of optional building blocks. In the first protocol, new solutions are iteratively generated as mutations of a single provisional contract and proposed to the agents, while feasible rules with quotas restrict the acceptance decisions of the agents and, thus, the successive adaptation of the provisional contract. The second protocol is based on a population of contracts and mimics evolutionary processes. For evaluation purposes, we built a simulation testbed and conducted computational experiments. The computational study shows that the protocols can achieve high quality solutions very close to results from centralized multi-criteria procedures. Particular building block configurations yield improved outcomes, e.g., in case that the agents are also allowed to make contract proposals. Thus, the presented approach contributes to the methodology and practice of collaborative decision making.
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1 Introduction

Planning and scheduling face new challenges these days. As companies are often strongly integrated within supply networks, related decisions are not exclusively subject to a single company’s own preferences but increasingly depend on the interaction with, e.g., suppliers, subcontractors, and customers (Dawande et al., 2006). Consequently, different autonomous decision makers are more and more connected with each other such that decision making becomes a collaborative task. Since the involved stakeholders have their very own preferences and objectives, planning and scheduling must consider strategic behavior (Kersten and Mallory, 1990). For example, decision makers that compete for shared machine resources may not be willing to disclose private information (Agnetis et al., 2007a) or may provide biased information such as exaggerated needs to work towards higher individual profits to the detriment of the overall allocation efficiency (Klein et al., 2003). Thus, revealed information can be incomplete or misleading and, hence, is a fruit of a poisonous tree for a central authority. As a consequence, a traditional centralized scheduling approach may not be effective in obtaining high quality solutions. Since Operational Research is generally concerned with analytical methods for decision making, the issue of collaborative decision making within a group of autonomous decision makers is highly relevant. In multi-party situations, there is usually no single fully-informed authority that is entitled to hierarchically allocate resources and determine the courses of action for the whole system. Thus, a decentralized group decision making procedure is needed which takes into account strategic behavior of self-interested parties and restricted availability of information.

In this paper, we focus on decentralized decision problems on the level of operations management (in particular scheduling problems as described below), which are characterized by regular processes with recurring decision tasks as well as the potential and need for a formalized and automated decision support procedure. Thus, it is appropriate to devise and apply an automated negotiation approach. In automated negotiations, decision making entities are represented by autonomous non-cooperative software agents that negotiate with each other. In contrast to human negotiators, software agents can easily negotiate for millions of rounds to find a mutually agreed upon solution (also called contract). Respective negotia-
tions may be regarded as decentralized search processes which aim to iteratively enhance a contract from an underlying contract space (search space). A negotiation procedure is defined by a protocol that controls the observable actions of the agents and related interactions. Such procedures work without requiring the parties to reveal full information on preferences. The rules of the protocol should work towards finding a mutually accepted contract which achieves pursued criteria such as Pareto-efficiency and social welfare (Jennings et al., 2001).

Hence, this paper introduces a novel decentralized scheduling problem that incorporates competing job sets that are connected to multiple autonomous agents, machine operating costs, particularly energy costs, as well as tardiness costs. Extending conventional scheduling assumptions, we argue that both cost functions may be nonlinear and decisions are to be made by finding a contract between self-interested agents. Energy costs have drawn the interest of managers and researchers in recent years. For instance, while they have always constituted a large part of operational costs for energy-intensive industries, rising energy prices and increasing power consumption of hardware have turned energy into a major cost driver for providers of IT infrastructure as well (Chen et al., 2005). The fact that energy consumption of IT hardware does not necessarily increase linearly with workload adds an additional computational challenge to scheduling mechanisms that include energy costs (Bodenstein et al., 2012), as do dynamic tariff schemes that compensate industrial customers for reducing their consumption during peak times (Braithwait and Hansen, 2011). We include these determinants of energy costs into the negotiation scheme introduced in this paper to provide a realistic representation of total expenditures.

The aim of this paper is twofold. Firstly, we want to advance the knowledge on generic decentralized negotiation procedures for complex contract spaces. For this purpose we describe, enhance, and analyze negotiation mechanisms with different building blocks for achieving beneficial outcomes. Secondly, we introduce and solve the considered multi-agent machine scheduling problem by means of the negotiation protocols with problem-specific operators. For this purpose, we incorporate characteristics of restricted information availability and strategic behavior of autonomous agents in a decentralized scheduling situation.

The findings from this study contribute to the methodology and practice of de-
cision support for hard decentralized scheduling problems with information asymmetry and multiple self-interested agents. For such kinds of problems, for the first time, we devise a rich framework of mainly generic negotiation mechanisms which is applied for challenging problem instances with up to 19 agents. The presented experiments show that the most effective configurations of the procedures often achieve Pareto-efficient solutions and accomplish a relatively low extra cost in consequence of the selfish behavior. The computational study provides detailed insights into the relevant determinants for a successful application of the protocol.

The remainder of this paper is structured as follows: After this introduction, we formally define the considered multi-agent scheduling problem and give illustrative examples for applications. Afterwards, we give an overview of related work and introduce the devised negotiation-based solution mechanisms. These protocols are evaluated in a computational study which is subsequently presented together with a discussion of results. Finally, we conclude the paper and present future work.

2 Problem

2.1 Problem Definition

A set of non-preemptable jobs $J = \{1, \ldots, j, \ldots, J\}$ which originate from a set of competing agents $I = \{1, \ldots, i, \ldots, I\}$ has to be scheduled on a set of machines $M = \{1, \ldots, m, \ldots, M\}$. Each job $j$ has an associated agent $a_j (\in I)$, a standardized processing time $p_{sj}$, a required resource requirement per time slot $r_j$ (in terms of a single resource type), a release time $s_j$, and a due date $d_j (p_{sj}, r_j, s_j, d_j \geq 0)$. Without loss of generality, we assume a discrete planning horizon with $T = \{1, \ldots, t_{max}\}$ as set of all time slots and $p_{sj}, r_j, s_j, d_j$ as non-negative integer values. We assume that $p_{sj}, r_j, s_j$ are publicly known to all parties, whereas $d_j$ is just known to $a_j$.

The $M$ machines are heterogeneous and have three relevant characteristics: (1) a capacity $cap_m$, which is the maximal resource provision by a machine $m$ per time slot, (2) an operating speed $os_m$, which determines the speed of job processing, and (3) an operating cost function $E_{t,m}$, which determines the cost at time $t$ subject to the machine’s utilization $u_{t,m}$ (as described below). All machines
have to fulfill the capacity constraint which is $0 \leq u_{t,m} \leq 1$, $\forall t \in \mathcal{T}$, $\forall m \in \mathcal{M}$. The machines’ parameters are public information, i.e., all parties are aware of them.

The key decision variable of the problem is the schedule $\pi$ which determines the start time ($\sigma_j$) and assigned machine ($\mu_j$) for each job:

$$\pi = \{(\sigma_1, \mu_1), \ldots, (\sigma_J, \mu_J)\}. \quad (1)$$

The time $p_j(\pi)$ required for the processing of a job $j$ on a machine $m = \mu_j$ is determined by a machine’s operating speed $os_m$, the job’s standardized processing time $p_sj$, and a standardized operating speed $os$:

$$p_j(\pi) = \lceil os_{\mu_j} \times p_sj \rceil \quad \text{if} \quad os_{\mu_j} = \overline{os}; \quad p_j(\pi) = p_sj \quad \text{otherwise}.$$

The completion time $f_j$ of a job $j$ is determined by its start and processing time: $f_j = \sigma_j + p_j(\pi)$. As the problem includes release times, the start time must not be earlier than the release time of a job, that is $\sigma_j \geq s_j$, $\forall j \in \mathcal{J}$.

The objective of an agent $i$ is the minimization of his or her total cost which consists of two components: machine operating costs and tardiness costs. The agents use the same measuring commodity (numéraire; e.g., monetary units).

The operating cost $E_{t,m}$ for a given machine $m$ at a given time slot $t$ is subject to the three non-negative parameters $\alpha_m^E$, $\beta_m^E$, $\gamma_m^E$, the machine utilization $u_{t,m}(\pi) = \sum_{k \in \mathcal{J}, \mu_k = m, \sigma_k \leq t < t_k} r_k / cap_m$, and a tariff $\Gamma(t)$:

$$E_{t,m}(u_{t,m}) = \left[\alpha_m^E \times u_{t,m}^\beta_m^E + \gamma_m^E \times \Theta(u_{t,m})\right] \times \Gamma(t), \quad \text{with} \quad \Theta(\bullet) = 1 : \bullet > 0; \quad \Theta(\bullet) = 0 : \bullet \leq 0.$$

The overall operating costs of the machines are given by

$$EC(\pi) = \sum_{t \in \mathcal{T}} \sum_{m \in \mathcal{M}} E_{t,m}(u_{t,m}). \quad (2)$$

The overall operating costs $EC$ have to be split among the set of agents $\mathcal{I}$, i.e., each agent $i$ has to cover a share $EC_i$ with $\sum_{i \in \mathcal{I}} EC_i = EC$. Different cost allocation schemes are discussed later on.

The tardiness $T_j$ of a job $j$ depends on the completion time $f_j$ and the due date $d_j$: $T_j = \max\{f_j - d_j; 0\}$. Only if a job is tardy, there arises a tardiness cost $TC_j(T_j)$. This function $TC_j(T_j)$ can be nonlinear and is represented by $TC_j(T_j) = \alpha_j^w \times (T_j)^\beta_j^w + \gamma_j^w \times \Theta(T_j)$, with $\alpha_j^w, \beta_j^w, \gamma_j^w \geq 0$ and only known to the job’s owner $a_j$. The total tardiness cost of an agent $i$ is given by
\[ TTC_i(\pi) = \sum_{j \in J: a_j = i} TC_j(T_j). \] (3)

Finally, we obtain an agent \( i \)'s overall objective, minimization of his or her individual cost \( C_i \) consisting of tardiness and operating cost:

\[ \min_{\pi} C_i = TTC_i(\pi) + EC_i(\pi). \] (4)

Since we are in a group decision situation, the agents decide according to their individual objectives, i.e., a central authority can neither determine the schedule nor instruct how they must decide or behave. The outcome depends on the applied negotiation protocol \( P \). Consequently, we define that the schedule is determined by a contract \( c \) that is the outcome of a negotiation \( N_P \) subject to a protocol \( P \):

\[ \pi \leftarrow c = N_P(J, I, M). \] (5)

The task of mechanism design which facilitates the planning process is to find an effective negotiation protocol \( P \) for a given objective. The outcome of a negotiation protocol should ideally be Pareto-efficient (Jennings et al., 2001; Zhang et al., 2011), i.e., no agent can reduce his or her individual cost without increasing another agent’s cost. For nonlinear search spaces, achievement of Pareto-efficiency is not guaranteed. Therefore, the basic objective is to find a negotiation protocol that minimizes the Euclidean distance \( d(\cdot, \cdot) \) to the closest Pareto-efficient solution:

\[ \min_P \arg \min_{\pi_P \in P} d(\pi, \pi_P) \] (6)

Since assessing Pareto-efficiency may be computationally infeasible in case of a considerable number of agents, we consider as a further evaluation measure the minimization of social cost (maximization of social welfare):

\[ \min_P \sum_{i \in I} TTC_i + EC_i. \] (7)

Such a cost optimum is itself a Pareto-efficient solution. The aggregate cost represents the social welfare function (or in this case, the social loss) which is also a
usual criterion of multi-party optimization (Myerson, 1981). We expect a protocol
$P$ to deliver near Pareto-efficient solutions for a small agent count and a preferably
high social welfare, i.e., low aggregate costs.

The introduced scheduling problem is complex due to the decentralized decision
situation and the nonlinear objective functions in addition to the fact that the
included single-agent problems are already $\mathcal{NP}$-hard as a simplified version:

**Proposition 1 (Complexity).** The single agent version of the presented problem
is $\mathcal{NP}$-hard.

The considered problem contains the well-known $\mathcal{NP}$-hard single machine total
weighted tardiness problem (SMTWTP), which was proven to be $\mathcal{NP}$-hard by
Lenstra et al. (1977), as a special case. We obtain the SMTWTP, if we set $M = 1$;
$I = 1$; $s_j = 0$, $r_j = 1$, $\beta_j^w = 1$, $\gamma_j^w = 0$, $\forall j \in J$; $cap_1 = 1$; $os_1 = \bar{os}$; $\Gamma(t) = 0$,
and let the one and only agent decide about the procedure $P$ minimizing $TTC_i$.
Consequently, the presented problem is $\mathcal{NP}$-hard as well.

## 2.2 Illustrative Applications

In this section, we present two illustrative application examples from the domains
of (1) production and (2) high-performance scientific computing services.

In classical production scheduling, the machines can represent, e.g., industrial
robots or workshops. We argue that such machines may have nonlinear operating
cost functions for two reasons: firstly, present fixed costs are associated to
nonlinear average variable costs (see Varian, 2010, Ch. 21); secondly, a lot of
technical procedures of machines and relationships of machine components are
nonlinear (see Vergnano et al., 2012). The agents can be interpreted differently:
for instance, they can represent (1) different departments within a company (e.g.,
the production and the product/prototype engineering department), (2) different
companies using shared resources (e.g., a joint venture sharing a factory), or (3)
large customers (e.g., in a supply chain). The jobs can be production orders with
an announced fulfillment date. There is very little empirical work about tardi-
ness cost functions. Nevertheless, Cook et al. (2012) showed empirically that the
perceived inconvenience and propensity to switch airlines of air travelers is in-
deed nonlinearly increasing with delay time or, in other words, with fulfillment tardiness.

Our second example refers to job scheduling for high-performance computing (HPC) – e.g., in the academic domain. The computing infrastructure of research organizations and universities generally includes HPC machines which are used by several researchers or research groups. Commonly, computers in data centers are heterogeneous, since failed components are replaced with newer and better ones and expansions in capacity and performance favor state-of-the-art components (Heath et al., 2005). This heterogeneity results in varying levels of power consumption among the different types of machines for a given utilization. However, previous research has shown that this power consumption is often nonlinear and best approximated by an allometric function (Bodenstein et al., 2012). In a scientific computing scenario, the agents represent the different stakeholders that share computing resources (e.g., researchers, institutes, departments, or even universities). The individual entities are almost exclusively interested in getting their jobs done (Kraus, 2001). In this scenario, typical jobs are simulations or optimization procedures. The tardiness cost function is arguably not linear: for instance, in the critical phase before a project deadline, the cost may be exponentially increasing, because the risk of missing the deadline rises (see Kraus et al., 1995). To conclude, the management of HPC services involves multi-agent machine scheduling problems with nonlinear operating and tardiness costs as well.

3 Related Work

This section surveys recent related work that studies multi-agent scheduling approaches in the field of Operational Research.

Firstly, there are several papers that analyze the computational complexity of multi-agent scheduling: Baker and Smith (2003) proof $\mathcal{NP}$-hardness of two-agent single machine problems with various individual objective functions. Similarly, Leung et al. (2009) consider the complexity of different two-agent multi-machine scheduling problems which incorporate either identical or different private objective functions. Agnetis et al. (2004, 2007b) analyze the complexity of finding nondominated solutions for various problems from the multi-agent scheduling do-
main, whereas Agnetis et al. (2007a) theoretically address complexity issues of different mechanisms such as auctions or negotiations for multi-agent scheduling. Cheng et al. (2006) analyze the complexity of finding a feasible schedule given that agents are appointed with a limited total weighted number of tardy jobs and Cheng et al. (2008) study the complexity of different multi-agent single machine scheduling problems with objectives in max-form. From a game-theoretic perspective, Agnetis et al. (2009) show that finding a Nash bargaining solution for multi-agent scheduling is \( \mathcal{NP} \)-hard and present an algorithm for this problem. Briand et al. (2012) analyze the complexity of computing a Nash equilibrium for multi-agent project scheduling. Finally, Huynh Tuong et al. (2012) summarize, extend, and give a literature overview on the findings on multi-agent scheduling complexity.

Secondly, there is work studying centralized approaches for multi-agent problems disregarding strategic considerations. Balasubramanian et al. (2009) evaluate a genetic algorithm approach for finding nondominated solutions for parallel machine scheduling with two agents with different objectives (makespan and total flow time, respectively). Mor and Mosheiov (2010) introduce a polynomial-time algorithm for the minimization of the weighted earliness of an agent given that a counter agent’s maximum earliness does not exceed an upper bound. Similarly, Cheng et al. (2013) discuss a branch-and-bound algorithm and a simulated annealing approach for a single machine problem minimizing one agent’s total weighted flow time under the constraint that the maximum lateness of another agent is bounded. Ramacher and Mönch (2011) study a NSGA-II approach for finding nondominated solutions for two-agent single machine scheduling with mixed agent objective functions (total weighted completion time and maximum lateness).

Finally, there are a few related studies that deal with negotiation of schedules: Dudek and Stadtler (2005) consider negotiation approaches for the coordination of supply chain planning. Fink (2004, 2006) introduces a negotiation protocol which draws on quotas for the problem of supply chain scheduling. Similarly, Lang and Fink (2012b,c) present a quota-based protocol for minimizing the total weighted tardiness of several agents with a single and parallel machines. Homberger (2012) describes a negotiation mechanism for multi-project scheduling. Liu et al. (2012) consider negotiations of inter-company scheduling with shared resources.

To our best knowledge, the problem of finding beneficial procedures for multi-
machine scheduling with autonomous agents is very little covered by the literature yet. Hence, this paper contributes to research by devising and analyzing a comprehensive framework of negotiation mechanisms with different optional building blocks which is applied for a challenging decentralized multi machine scheduling problem with nonlinear tardiness and machine operating cost functions. The proposed methodology particularly takes care in considering the restrictions due to the decentralized decision situation with multiple autonomous self-interested agents and information asymmetry.

4 Negotiation Protocols

In this section, we present two negotiation protocols which are based on ideas that originate from metaheuristics. However, the protocols account for strategic issues and maintain privacy of the negotiation parties as far as possible. The protocols are improvement-based, i.e., they are designed to seek for joint gains (Vetschera, 2013). In contrast to previous work of others, our procedures do not require much information and maintain the privacy of the agents. Alongside the basic protocols, we additionally describe optional policy building blocks which may be used to extend the negotiation procedures for possibly improving the results. The effects of the different procedures and building blocks will be analyzed in the subsequent section by computational experiments.

The global elements of the negotiation protocols may be carried out by an artificial mediator software component which facilitates the interaction between the involved agents. Needless to say, this mediator component has no information about the private information of the different agents (in particular preferences). We do not require that the mediator is a trusted third party but the mediator simply carries out fully disclosed procedural elements of the negotiation protocols. For example, the mediator may be implemented by an open source program (white box software component), which is duplicated by the agents in parallel. This also allows the implementation of the overall negotiation system according to a peer-to-peer software architecture without any artificial centralized elements.
4.1 Mediated Negotiation Protocol Based on Simulated Annealing

This protocol is based on concepts from the metaheuristic *simulated annealing*. The idea of utilizing this in negotiations was initially proposed by Klein et al. (2003, 2007) and extended by Fink (2004, 2006) as well as Lang and Fink (2013). Simulated annealing involves that a provisional solution is successively adapted by introducing random changes which may be partly accepted even when they lead to deteriorations. In particular, deteriorating moves are accepted by means of a probabilistic criterion which ensures that smaller and in the search process earlier deteriorations are more likely to be accepted. The acceptance probability is controlled by a virtual temperature parameter according to the so-called Metropolis criterion (Metropolis et al., 1953; Kirkpatrick et al., 1983; Cerný, 1985).

For the considered decentralized scheduling problem with self-interested agents, the overall acceptance of a modified provisional solution (contract) within a negotiation procedure depends on a mutual agreement between the involved autonomous agents. If the agents act greedily by only accepting proposed contracts that seem beneficial for them (i.e., direct improvements), this generally leads to unsatisfactory outcomes as the negotiation usually gets quickly stuck in local optima (Fink, 2006; Lang and Fink, 2012a). Due to private preference information, agents cannot be forced to accept deteriorations by, e.g., using the Metropolis criterion. However, a negotiation protocol can include a rule that requires an agent to accept a certain number of proposals from a set. By introducing such acceptance quotas, agents may be forced to partly accept deteriorations as well and local optima can be overcome. Although there is no virtual temperature parameter, the behavior of simulated annealing processes can be mimicked by means of these quotas.

4.1.1 Pseudo Code

Algorithm 1 shows the pseudo code for the Mediated Negotiation Protocol Based on Simulated Annealing (MNP-SA). The protocol requires data about the initial acceptance quota \(q\); i.e., how many contracts have to be accepted in the first round), the number of negotiation rounds \(R\), the number of contract candidates per round \(\rho\), the agent objects/interfaces for each agent \(Agents\) as well as the
building blocks configuration, which we will introduce in the next subsection.

### Algorithm 1: Mediated Negotiation Protocol Based on Simulated Annealing

**Data:** $q$, $R$, $\rho$, $\text{Agents}[i \in \mathcal{I}]$, Building blocks configuration  
**Result:** $c$

1. $c^a \leftarrow \text{initializeContract}()$
2. $\beta_q \leftarrow (1/q)^{(1/R - 1)}$
3. **for** $t \leftarrow 0$ **to** $R - 1$ **do**
   4. $\text{Accepted} \leftarrow \emptyset$
   5. $\text{Proposals} \leftarrow \{c^a\}$
   6. **for** $l \leftarrow 1$ **to** $\rho - 1$ **do**
      7. $c^c \leftarrow \text{ProposeMutation}(c^a)$
      8. $\text{Proposals} \leftarrow \text{Proposals} \cup \{c^c\}$
   9. **end**
10. **forall the** $i \in \mathcal{I}$ **do**
    11. $\text{Dec}_i \leftarrow \text{Agents}[i].\text{Decide} (\text{Proposals}, q)$
12. **end**
13. **forall the** $c^c \in \text{Proposals}$ **do**
    14. **if** $\sum_{i \in \mathcal{I}} \text{Dec}_i[c^c] \geq \text{Threshold}$ **then**
        15. $\text{Accepted} \leftarrow \text{Accepted} \cup \{c^c\}$
    16. **end**
17. **end**
18. **if** $\text{Accepted} \neq \emptyset$ **then**
    19. $c^a \leftarrow \text{RandomlySelect} (\text{Accepted})$
20. **end**
21. $q \leftarrow q \cdot \beta_q$
22. **end**
23. **return** $c^a$

At first, an initial contract draft is generated by some random procedure. The current contract draft $c^a$ is called active contract and becomes the eventual contract when the negotiation stops. For the quota $q$, an annealing factor $\beta_q$ is calculated which decreases the quota $q$ in each round (see line 21 of Algorithm 1) and is determined such that just one contract candidate has to be accepted at the end of the negotiation ($q = 1$). When those initialization steps are done, the iterative part of the algorithm starts. In the beginning of each round, a set of contract candidates is generated (by either the mediator component or by the agents themselves); this results in the set $\text{Proposals}$ which consists of the active contract and $\rho - 1$ contract proposals. Specifically, a proposal $c^c$ shall be a mutation in the neighborhood of $c^a$. Besides the random generation of an initial contract draft, the mutation constitutes the only problem-specific element of the negotiation protocol. For the considered
scheduling application we employ randomly shifting, swapping (see Geiger, 2010), and batch shifting (see Brandt and Bodenstein, 2012). Afterwards, each agent \( i \in I \) has to decide about which contracts he or she accepts and which not (binary vector \( \vec{Dec}_i \)). Of course, this decision is subject to the current acceptance quota \( q \). By using the individual decision vectors \( \vec{Dec}_i \), the overall accepted contracts are determined. A contract must be individually accepted by a certain number of agents \( (\text{Threshold}) \) for being accepted by the group as a whole (e.g., unanimity or simple majority). Finally, one contract from the set of overall accepted contracts is randomly selected and becomes the new active contract draft (or the incumbent active contract is maintained in case that the overall acceptance set is empty). The negotiation starts over with new proposals and, eventually, after \( R \) negotiation rounds, the last active contract draft results in the final contract \( c \).

4.1.2 Extending Building Blocks

The procedure that has been described in the previous subsection may be enhanced by additional optional building blocks.

In the basic protocol, we assumed that the initial contract is determined at random. This may have the drawback that the starting point of the negotiation process may be rather bad and some particular agent(s) may by chance be in a distinctly better initial position than others. To alleviate this problem, the agents could determine their starting contract in a \textbf{prernegotiation}. We implemented this idea as follows: a number of random contracts are generated and the agents determine the actual starting contract by means of a pairwise elimination voting.

Generally, the contract mutation (contract proposing) can be executed randomly or even partly by the agents. In case that the agents are allowed to propose contracts, their strategies must be considered once again. In our implementation of the \textbf{agent proposal} case, one agent controls half of the contract candidates in each round by selecting the individually best ones from a set of randomly mutated contracts that is generated by the mediator component. This may also be adapted by letting the agents completely determine contract proposals on their own with possible limits regarding the computation time and the distance to the active contract. In addition to the active contract, the rest of the proposals is generated
randomly by the mediator to prevent easy advantage seeking. The proposing agent changes every iteration in a round robin fashion.

Regarding the decisions, we considered just binary decisions so far: accept or reject. This can be enhanced by introducing a third state: accept due to quota. This tertiary logic can express that no improvement is achieved. Consequently, if all agents accept a candidate only because of the quota, the proposal would still be rejected by the negotiation protocol. On the one hand, this can prevent that all agents are worse off, but, on the other hand, it reveals more information which might be unwanted due to privacy considerations.

Finally, the acceptance threshold has to be defined. Related work proposes unanimity ($|J|$) which we use as a default threshold (see Klein et al., 2003; Fink, 2006). As a building block, we also test simple majority as threshold ($\lceil J/2 \rceil$).

### 4.2 Mediated Negotiation Protocol Based on a Genetic Algorithm

The second protocol is inspired by evolutionary algorithms (see Holland, 1975; Goldberg, 1989). The idea of utilizing evolutionary concepts for proposal generation was briefly mentioned by Tung and Lin (2005) for general multi-issue negotiations. Homberger (2012) describe the use of related concepts (a population of contracts and recombinations) for multi-project scheduling. In this work, we present a comprehensive generic negotiation protocol which employs various concepts from genetic algorithms. The general concepts of this protocol have initially been presented by Lang and Fink (2013).

#### 4.2.1 Pseudo Code

Algorithm 2 shows the pseudo code of the Mediated Negotiation Protocol Based on a Genetic Algorithm (MNP-GA). Regarding the input data, the MNP-GA is almost identical to the MNP-SA but, additionally, incorporates a mutation rate ($\delta$) and a number of elitist contracts ($\epsilon$).

In contrast to the MNP-SA, the MNP-GA requires not a single initial contract but rather an initial population, i.e., a set of contracts. Again, in each negotiation round, the agents accept and reject contracts out of the proposals – thus, a quota
Algorithm 2: Mediated Negotiation Protocol Based on a Genetic Algorithm

Data: \( q, R, \rho, \delta, \varepsilon, \text{Agents}[i \in \mathcal{I}], \text{Building blocks configuration} \)

Result: \( \mathbf{c} \)

1. \( \text{Proposals} \leftarrow \text{initializePopulation}() \)
2. \( \beta_q \leftarrow (1/q)^{(1/u-1)} \)
3. for \( t \leftarrow 0 \) to \( R - 1 \) do
   4. forall the \( i \in \mathcal{I} \) do
      5. \( \overrightarrow{\text{Dec}}_i \leftarrow \text{Agents}[i].\text{Decide(Proposals, } q) \)
   6. end
    7. \( \mathbf{c}^a \leftarrow \text{selectActiveContract(Proposals, } \overrightarrow{\text{Dec}}_0, \ldots, \overrightarrow{\text{Dec}}_{I-1}) \)
    8. \( \text{Elitists} \leftarrow \text{selectElitists(Proposals, } \varepsilon, \overrightarrow{\text{Dec}}_0, \ldots, \overrightarrow{\text{Dec}}_{I-1}) \)
    9. \( \text{Parents} \leftarrow \text{selectParents(Proposals)} \)
   10. \( \text{Children} \leftarrow \text{recombine(Parents)} \)
   11. \( \text{Children} \leftarrow \text{mutate(Children, } \delta) \)
   12. \( \text{Proposals} \leftarrow \mathbf{c}^a \cup \text{Elitists} \cup \text{Children} \)
   13. if \( \text{checkDiversity(Proposals)} = \text{false} \) then
      14. \( \text{Proposals} \leftarrow \text{immigration(Proposals)} \)
   15. end
   16. \( q \leftarrow q \ast \beta_q \)
17. end
18. return \( \mathbf{c}^a \)

is imaginable again. Consequently, the basic actions of the agents stay the same, no matter which protocol is applied. Based on the agents’ decisions, the mediator selects an active contract like in the MNP-SA. This step is needed to prevent drifting away from beneficial solutions and to obtain a unique contract in the end. This active contract is later added to the subsequent generation. Besides the active contract, \( \varepsilon (\geq 0) \) further contracts fulfilling the threshold can be added to the following generation as well (Elitists). Out of the whole set of candidates, a set of parents (Parents) is selected by means of a binary tournament selection (see Blickle, 2000). The contracts of Parents are recombined by utilizing a problem-specific operator resulting in the set Children. We implemented position crossover, order crossover, and partially matched crossover as recombination techniques (see Syswerda, 1991; Goldberg, 1989). Afterwards, the offspring are mutated with a probability of \( \delta \) and added to the next generation along with the active contract and the elitist contracts. Thereafter, as a building block, the population is optionally checked for diversity, i.e., whether the included contracts are sufficiently different. If this is not the case, random contracts are inserted to obtain a more diverse gene
pool (see Cobb and Grefenstette, 1993). Finally, the quota is lowered and the next iteration round starts until $R$ negotiation rounds are completed and $c^a$ finally represents the resulting contract $c$.

4.2.2 Extending Building Blocks

The protocol can also be extended by policy building blocks. Firstly, the application of quotas could be beneficial. Like in the previous section, a prenegotiation can be conducted; however, in this case, the binary elimination results in a set of contracts and not in a single one. Moreover, the recombination can be controlled by agent interference, i.e., a mediator creates a number of recombinations and lets the agents partly decide which ones become offspring contracts. As already discussed above, elitism is also an optional building block and occurs if $\varepsilon > 0$. Finally, as shown in the pseudo code, immigration is also possible given that the diversity falls below a certain threshold. Immigration means that a part of the population is dropped and replaced by randomly generated solutions (see Cobb and Grefenstette, 1993). In doing so, genetically converged contract populations can be enriched with new genotypes.

4.3 Behavioral Analysis

In our simulations, we assume that the privacy of preferences should be maintained. Based on this supposition, the behavior of the agents regarding the acceptance of contract proposals is given as follows:

**Proposition 2 (Agent Behavior).** The best strategy for an agent unaware of other agents’ preferences is to accept his or her best contracts out of the proposal set.

According to the expected utility theory (von Neumann and Morgenstern, 1944), an agent chooses the contracts with the highest risk-preference adjusted expected utility. Thus, the proposals are to be weighted with a vector $\vec{b}_i$ depicting an agent’s belief that a contract is generally accepted and a utility function $U(\bullet)$ measuring the cost savings and risk preference: $\arg \max_{c \in \text{Proposals}} \vec{b}_i \cdot U(C_i(c))$. Since an agent has no information about private preferences of the other agents, the beliefs are not distinguishable and, thus, uniform $\vec{b}_i \mapsto \bar{b}$. The decision is now reduced
to \( \arg \max_{c^e \in \text{Proposals}} U(C_i(c^e)) \) which is equivalent to choosing the best contract or contracts, respectively: \( \arg \max_{c^e \in \text{Proposals}} U(C_i(c^e)) \). This corresponds to \( \arg \min_{c^e \in \text{Proposals}} C_i(c^e) \).

Likewise, it can be shown that the agents also select and propose their best possible contracts in case that the agent proposal extension is used.

### 4.4 Benchmark Methods

Firstly, we use as a benchmark negotiation protocol an approach that is also based on iterative proposals that mutate an active contract. However, in this benchmark negotiation protocol (BM), proposals are solely generated by the agents and we tried to incorporate a minimal amount of rules. Firstly, an initial active contract is determined by a prenegotiation like the building block explained in section 4.1.2. Secondly, in each negotiation round, the agents propose mutations of the active contract where every agent proposes about the same number of proposals (possible remainders are distributed randomly). Thirdly, a proposal can become the active contract in case of a unanimous acceptance. Finally, the agents are not governed by further rules and can freely decide and act.

Secondly, we compare to results that are obtained by applying state-of-the-art multi-criteria metaheuristics for corresponding hypothetical centralized decision problems. We emphasize that centralized procedures neglect self-interested agents and information asymmetry.

### 5 Computational Experiments

In the following we present the evaluation of the proposed solution mechanisms. At first, we introduce the simulation setup and, afterwards, the computational results. Finally, we discuss the findings.

#### 5.1 Setup

##### 5.1.1 Problem Instances

For the simulation experiments, 90 problem instances have been created. At this, we draw on the scientific computing application (see section 2.2) and consider a
scenario where computing jobs have to be processed on computing machines.

Each problem instance involves 60 jobs per machine and there are between 5 and 20 machines. This results in 300 – 1,200 jobs in total. A job \( j \) requires the resource with an amount of \( r_j \in \{2, 4, 8, 12, 24\} \) resembling processor cores. The number of cores is randomly chosen, but must not exceed the problem instance’s machine with the largest capacity \( (r_j \leq \max_m(cap_m)) \). The standardized processing time of the job \( p_j^s \) is a uniformly distributed integer in the interval \( U[1,10] \) (standard processing speed is 2.00 GHz). In accordance with Akturk and Ozdemir (2000) and Mönch et al. (2005), the release times as well as the due dates are derived from the resource weighted sum of all processing times \( TP = \sum_{j \in J} p_j * r_j \), the total capacity \( CAP = \sum_{m \in M} cap_m \), and two parameters \( (\phi, \varphi) \). The release time is given by \( s_j = \phi * \frac{TP}{CAP} * R \), where \( \phi \in \{0.5, 0.75\} \) and \( R \) is a random number with \( R \sim U[0,1] \). For the calculation of the due date, we introduce a slack time which is \( \psi_j = \varphi * \frac{TP}{CAP} * R \). In the generated problem instances, the slack parameter \( \varphi \) can have the values \( \varphi \in \{0.1, 0.2, 0.4\} \). The actual due date is then calculated by \( d_j = s_j + p_j + \psi_j \). Both, \( s_j \) and \( d_j \), are integers, which was generated by rounding. According to the usual practice, the tardiness weight function’s parameters \( (\alpha_{wj}^w, \beta_{wj}^w, \gamma_{wj}^w) \) are randomly generated \( (\alpha_{wj}^w, \gamma_{wj}^w \) are integers, \( \beta_{wj}^w \) is a decimal number): \( \alpha_{wj}^w \sim U[1,5), \beta_{wj}^w \sim U[0.75,1.25), \gamma_{wj}^w \sim U[0,25] \).

The relevant parameters of the machines are the energy consumption structure \( (\alpha_m^E, \beta_m^E, \gamma_m^E) \), the machine resource capacity \( (r_m) \), the operating speed \( os_m \), and the tariff (\( \Gamma \)). For the parameterization of the machines, we used empirical data of various real-world computing servers according to the Standard Performance Evaluation Corporation (2008). The report provides performance-to-power-ratios for 182 common server systems, from which the allometric power functions were derived (Bodenstein et al., 2012). Subsequently, we randomly picked \( M \in \{5, 10, 20\} \) servers from different manufacturers, each containing between 2 and 48 cores.

Moreover, we include a three-stage tariff as it is often used for industrial power contracts. The tariff \( \Gamma(t) \) is equal to \( 0.25 \forall t \in \mathcal{T}\{t \bmod 300 < 100\}, 0.2 \forall t \in \mathcal{T}\{100 \leq t \bmod 300 < 200\}, 0.15 \forall t \in \mathcal{T}\{200 \leq t \bmod 300 < 300\} \).

For each job and machine parameterization, five problem instances were created resulting in \( 5 \times 2 \times 3 \times 3 \times 3 \times \lceil M \rceil = 90 \) problem instances in total.

We choose three agents as basic setup (except for Experiment 4), since, on the
one hand, this allows testing the simple majority building block, and, on the other
hand, the computational effort to obtain a Pareto frontier (discrete Pareto set) is
still feasible. The agents were assigned to the jobs in turn.

Besides the individual tardiness cost, the energy cost has to be allocated among
the agents. We used an allocation scheme (except for Experiment 5) where
the agents’ contribution depends on their relative resource needs, i.e.,
$$EC_i = \frac{\sum_{j \in J} r_j \cdot p_j(\pi)}{\sum_{j \in J} r_j \cdot p_j(\pi)} \ast EC.$$  

5.1.2 Performance Measurement

For measuring the Pareto performance of a contract $c$, we normalized the results
with the best solution $C_i^{\text{best}}$ obtained for agent $i$ and computed the Euclidean
distance to the nearest point in the Pareto set (see Baarslag et al. (2013)):

$$P_{\text{Pareto}}(c) = \min_{c^p \in \text{ParetoSet}} \sqrt{\sum_{i \in I} \left( \frac{C_i(c) - C_i(c^p)}{C_i^{\text{best}}} \right)^2}$$  \hspace{1cm} (8)

To obtain a high-quality approximation of the Pareto set, we executed massive
multi-objective criteria optimization runs using NSGA-II (see Deb et al., 2002),
a multi-objective simulated annealing approach (cf. Ulungu et al., 1999), a multi-
objective evolutionary algorithm approach (cf. Zitzler and Thiele, 1999) as well
as multi-objective variants of iterated local search (cf. Geiger, 2007) and Late-
Acceptance Hill Climbing (cf. Burke and Bykov, 2012). In these runs, we gathered
a total of more than 2.4 million outcomes for 90 problem instances of which approx.
120,000 were eventually nondominated (i.e., on average more than 1,300 nondom-
inated solutions per problem instance). Furthermore, we included nondominated
results of the negotiation simulations in the Pareto set.

To measure the social cost of a solution contract $c$, we computed the ratio of
the resulting social cost and the best found solution:

$$SC(c) = \frac{\sum_{i \in I} C_i(c)}{\sum_{i \in I} C_i(c^*)}$$  \hspace{1cm} (9)

with $c^* = \arg \min_c \sum_{i \in I} C_i(c)$. This concept is also known as the price of anarchy
that measures to what extent the self-interest of the agents deteriorates the solu-
tions compared to the imaginary outcomes determined centrally by a benevolent dictator with full information (Roughgarden and Tardos, 2007). Similarly to the Pareto frontier, we approximately determined the social cost minimum (i.e., the social welfare maximum) using different metaheuristics – namely, Simulated Annealing (see Kirkpatrick et al., 1983), Iterated Local Search (see Lourenço et al., 2003), Late-Acceptance Hill Climbing (see Burke and Bykov, 2012), and a Memetic Algorithm (see Moscato, 1989) – as well as the results of the Pareto search and the negotiations themselves.

Using the Pareto distance and the social cost, we derived several figures for evaluation: (1) Avg – the mean figure for all problem instances, (2) CoV – coefficient of variation, i.e., standard deviation divided by the mean, (3) OnFR – on front ratio, i.e., the percentage number of nondominated solutions obtained by a protocol (used with Pareto distance only), (4) Best – the smallest social cost, (5–7) \( M = \{5, 10, 20\} \) – the respective Pareto and social cost results grouped by the number of machines \( M \) (and, thereby, number of jobs: \( J = M * 60 \)).

We tested the results for statistical significance by the Wilcoxon-Mann-Whitney test (WMW-test, Mann and Whitney, 1947), using a single-sided hypothesis. That is, we tested whether the mean of one configuration is statistically significantly smaller than the mean of another configuration (significance level: p-value \( \leq 5\% \)).

5.2 Experiments

In this section, we present the findings of our computational experiments. In total, we simulated more than 13,000 negotiations grouped in five experiments. The protocol and its configuration is encoded by a character string: The first character indicates the protocol, i.e., S for MNP-SA and G for MNP-GA. The remaining characters determine the used building blocks: N – without quotas, Q – with quotas, P – with prenegotiation, A – proposals partly made by agents, 3 – three-valued logic, M – majority rule instead of unanimity, I – random immigration, and E – elitism. For instance, SQP means that the protocol MNP-SA was used, a quota rule was included, and the initial contract was settled by a prenegotiation. Finally, BM encodes the benchmark protocol.
5.2.1 Experiment 1: Building Blocks

<table>
<thead>
<tr>
<th>Number of Proposals ($\rho$)</th>
<th>20</th>
<th>Number of Rounds ($R$)</th>
<th>500k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents ($I$)</td>
<td>3</td>
<td>Energy Cost Distribution</td>
<td>consumption-based</td>
</tr>
</tbody>
</table>

The first experiment’s purpose is to identify successful building blocks. We have tested several policies on their own as well as in combination. In this experiment, we assumed that there are twenty contract proposals per negotiation round.

Table 1 shows the computational results for the MNP-SA. As the data shows, none of configurations of the MNP-SA performs satisfactorily without the quota rule. The benchmark protocol achieves results similar to the basic MNP-SA without quotas which is not surprising because both are closely related. Furthermore, the majority extension leads to the worst outcomes and is clearly not suited in this setting. In contrast, the quota rule yields significantly better outcomes which are close to the Pareto frontier and the social cost minimum. Looking at the single building blocks, especially the three-valued logic extension leads to Pareto as well as social cost improvements. Furthermore, agent-based proposals can decrease the variation and yield more stable results. The prenegotiation seems to achieve slightly more stable results but, basically, it is comparable to the SQ configuration. From the WMW-test, we obtain a statistically significant superiority of SQ3 compared to SQ, SQA, and SQP in terms of Pareto performance and social cost. Furthermore, SQA statistically outperforms SQ in terms of social cost. Considering combinations of additional building blocks, SQA3 leads to even more stable results and SQPA3 reaches relatively good solution but cannot outperform SQ3 with statistical significance.

Similarly to table 1, table 2 shows the results for the MNP-GA. In the evolutionary protocol, quotas seem to be counterproductive. Apart from those configurations, the MNP-GA obtains significantly better outcomes than the benchmark protocol; however, the results are not as good as those of the MNP-SA. Generally, the agent-based proposal is a successful policy again. Configurations including this block show a statistical dominance against the respective configuration without agent-based proposal for both criteria (except for the Pareto performance of GNPA vs. GNP). Moreover, adding elitism does not accomplish a statistical improvement in any case. The random immigration building block leads to mixed findings. On the one hand, the agents are worse off in most cases, but, on the other
Table 1: Building Blocks of the MNP-SA

<table>
<thead>
<tr>
<th>BM</th>
<th>SN</th>
<th>SNM</th>
<th>SNA</th>
<th>SNAM</th>
<th>SQ</th>
<th>SQM</th>
<th>SQ3</th>
<th>SQA</th>
<th>SQA3</th>
<th>SNP</th>
<th>SQP</th>
<th>SQPA3</th>
<th>Pareto Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg</td>
<td>22.0</td>
<td>22.1</td>
<td>90.8</td>
<td>21.0</td>
<td>87.7</td>
<td>93.2</td>
<td>5.2</td>
<td>6.2</td>
<td>6.2</td>
<td>21.3</td>
<td>6.7</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>CoV</td>
<td>41.6</td>
<td>41.4</td>
<td>36.7</td>
<td>38.2</td>
<td>34.4</td>
<td>81.1</td>
<td>35.8</td>
<td>81.5</td>
<td>70.2</td>
<td>68.0</td>
<td>43.7</td>
<td>77.4</td>
<td>63.0</td>
</tr>
<tr>
<td>OnFR</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>17.8</td>
<td>0.0</td>
<td>20.0</td>
<td>15.6</td>
<td>7.8</td>
<td>0.0</td>
<td>14.4</td>
</tr>
<tr>
<td>M=5</td>
<td>19.2</td>
<td>17.2</td>
<td>74.2</td>
<td>19.4</td>
<td>75.3</td>
<td>3.9</td>
<td>82.1</td>
<td>3.7</td>
<td>4.0</td>
<td>5.4</td>
<td>18.2</td>
<td>4.4</td>
<td>3.9</td>
</tr>
<tr>
<td>M=10</td>
<td>19.7</td>
<td>20.9</td>
<td>94.7</td>
<td>18.7</td>
<td>88.6</td>
<td>5.2</td>
<td>94.3</td>
<td>3.8</td>
<td>5.2</td>
<td>4.7</td>
<td>18.8</td>
<td>5.1</td>
<td>4.8</td>
</tr>
<tr>
<td>M=20</td>
<td>27.1</td>
<td>28.2</td>
<td>103.5</td>
<td>24.9</td>
<td>99.2</td>
<td>10.5</td>
<td>103.3</td>
<td>8.2</td>
<td>9.3</td>
<td>8.6</td>
<td>26.9</td>
<td>10.7</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 2: Building Blocks of the MNP-GA

<table>
<thead>
<tr>
<th>BM</th>
<th>GN</th>
<th>GNI</th>
<th>GNE</th>
<th>GNEI</th>
<th>GNA</th>
<th>GNAI</th>
<th>GNAE</th>
<th>GNAEI</th>
<th>GQ</th>
<th>GNP</th>
<th>GNPA</th>
<th>GQPAEI</th>
<th>Pareto Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg</td>
<td>22.0</td>
<td>10.7</td>
<td>11.6</td>
<td>11.2</td>
<td>14.9</td>
<td>8.8</td>
<td>8.4</td>
<td>9.6</td>
<td>9.7</td>
<td>55.1</td>
<td>10.2</td>
<td>9.8</td>
<td>44.2</td>
</tr>
<tr>
<td>CoV</td>
<td>41.6</td>
<td>48.3</td>
<td>52.8</td>
<td>49.4</td>
<td>45.2</td>
<td>58.0</td>
<td>56.2</td>
<td>56.4</td>
<td>39.9</td>
<td>60.2</td>
<td>52.7</td>
<td>40.5</td>
<td></td>
</tr>
<tr>
<td>OnFR</td>
<td>0.0</td>
<td>3.3</td>
<td>2.2</td>
<td>3.3</td>
<td>0.0</td>
<td>10.0</td>
<td>13.3</td>
<td>5.6</td>
<td>6.7</td>
<td>0.0</td>
<td>5.6</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>M=5</td>
<td>19.2</td>
<td>10.5</td>
<td>10.6</td>
<td>10.7</td>
<td>12.9</td>
<td>9.2</td>
<td>8.0</td>
<td>8.7</td>
<td>9.1</td>
<td>46.3</td>
<td>9.0</td>
<td>9.4</td>
<td>38.8</td>
</tr>
<tr>
<td>M=10</td>
<td>19.7</td>
<td>9.7</td>
<td>10.6</td>
<td>10.1</td>
<td>13.7</td>
<td>7.7</td>
<td>6.7</td>
<td>8.6</td>
<td>8.6</td>
<td>54.3</td>
<td>9.0</td>
<td>8.1</td>
<td>43.6</td>
</tr>
<tr>
<td>M=20</td>
<td>27.1</td>
<td>11.8</td>
<td>13.6</td>
<td>12.8</td>
<td>18.0</td>
<td>9.4</td>
<td>10.5</td>
<td>11.6</td>
<td>11.5</td>
<td>64.6</td>
<td>12.6</td>
<td>11.9</td>
<td>50.3</td>
</tr>
</tbody>
</table>

Generally, the protocols can handle problems with 5–10 machines and 300–600 jobs relatively well. However, the large instances involving 20 machines and 1,200 jobs are harder to solve and achieve substantially worse results. Moreover, the procedures partly found outcomes that have a very small price of anarchy: the best found solutions with regard to social cost have been 1.0% (MNP-SA) and 1.2% (MNP-GA) above the centrally approximated optimum.

Exemplary negotiation histories for selected protocol configurations with two
agents are illustrated in figure 1. In this figure, one data point is plotted after every thousand rounds. The basic MNP-SA (SQ) shows a lot of deteriorations and moves in circles towards the Pareto frontier. The longer the negotiation continues the less deteriorations are accepted (due to the decreasing quota). Largely, the same holds true for the same protocol including agent-based proposals (SQA); however, the agent-based proposals lead to a more straightforward movement towards the frontier. The benchmark protocol (BM) makes giant improving leaps at the beginning but achieves just very small gains after a few rounds – possibly due to conflicts of interest. The basic MNP-GA (GN) moves rather directly towards the frontier as well but achieves more acceptances during the negotiation.

For the remainder of the paper, we focus on the following subset of configurations that consists of the basic protocols as well as successful strategy configurations: SQ, SQ3, SQA, SQA3, GN, and GNAI.

### 5.2.2 Experiment 2: Number of Proposals

<table>
<thead>
<tr>
<th>Number of Proposals ($\rho$)</th>
<th>10–40</th>
<th>Number of Rounds ($R$)</th>
<th>250k–1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents ($I$)</td>
<td>3</td>
<td>Energy Cost Distribution</td>
<td>consumption-based</td>
</tr>
</tbody>
</table>

The second experiment tests different parameterizations of the number of proposals.
and the number of rounds in comparison with the chosen parameters of Experiment 1. In this experiment, we use $\rho = 10$ proposals and $R = 1$M rounds as well as $\rho = 40$ proposals and $R = 250$k rounds – both yield the very same number of total proposals like Experiment 1, i.e., 10M proposals throughout the negotiation.

The findings of Experiment 2 are shown in table 3. Having more proposals per negotiation round, but less rounds in total, is not advantageous for the MNP-SA – the results become worse with this parameterization. The same comes true for the benchmark protocol. However, the performance of the MNP-GA stays unaffected compared to Experiment 1. The case of having less proposals per rounds but more rounds in total shows opposed findings: the MNP-SA as well as the benchmark protocol accomplish much better outcomes, whereas the MNP-GA suffers from minor deteriorations. Since the MNP-SA achieves significant improvements and reaches very good solutions, we use the parameterization of $\rho = 10$ and $R = 1,000,000$ for the remainder of this paper.

Table 3: Different parameterizations of $\rho$ and $T$

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 40$, $T = 250$k</th>
<th>$\rho = 10$, $T = 1,000$k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BM SQ SQ3 SQA SQA3 GN GNAI</td>
<td>BM SQ SQ3 SQA SQA3 GN GNAI</td>
</tr>
<tr>
<td>Avg</td>
<td>24.4 12.1 10.0 10.0 9.3 11.7 8.9</td>
<td>18.3 4.5 3.2 3.9 3.6 11.2 10.6</td>
</tr>
<tr>
<td>CoV</td>
<td>34.8 66.8 65.2 60.6 57.7 53.6 63.4</td>
<td>41.0 82.5 98.4 105.1 92.1 41.9 58.4</td>
</tr>
<tr>
<td>OnFR</td>
<td>0.0 3.3 3.3 3.3 3.3 3.3 13.3</td>
<td>0.0 21.1 34.4 32.2 31.1 0.0 4.4</td>
</tr>
<tr>
<td>$M=5$</td>
<td>19.8 6.0 6.0 6.8 6.1 10.5 7.5</td>
<td>17.5 4.3 2.5 4.1 2.6 10.2 9.9</td>
</tr>
<tr>
<td>$M=10$</td>
<td>23.4 9.4 8.5 8.0 7.6 10.0 7.6</td>
<td>16.3 3.2 2.2 2.9 3.2 10.3 9.6</td>
</tr>
<tr>
<td>$M=20$</td>
<td>30.1 20.9 15.4 15.1 14.3 14.6 11.5</td>
<td>20.9 6.0 4.8 4.7 5.0 13.3 12.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\rho = 40$, $T = 250$k</th>
<th>$\rho = 10$, $T = 1,000$k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave</td>
<td>113.5 107.0 106.2 106.4 105.9 107.4 106.3</td>
<td>110.2 103.7 103.2 103.6 103.4 107.3 107.0</td>
</tr>
<tr>
<td>CoV</td>
<td>3.4 3.2 2.8 2.5 2.2 2.6 2.4</td>
<td>2.7 1.2 1.0 1.3 1.2 2.0 2.2</td>
</tr>
<tr>
<td>Best</td>
<td>107.0 102.4 102.0 101.2 101.9 101.9 101.2</td>
<td>104.3 101.4 101.1 100.7 101.2 102.5 102.4</td>
</tr>
<tr>
<td>$M=5$</td>
<td>111.4 104.3 104.1 104.4 104.3 106.5 106.3</td>
<td>109.4 103.1 102.9 103.3 103.0 106.5 106.0</td>
</tr>
<tr>
<td>$M=10$</td>
<td>113.4 106.1 105.3 105.7 105.1 107.0 106.1</td>
<td>109.5 103.5 102.9 103.3 103.5 107.0 106.8</td>
</tr>
<tr>
<td>$M=20$</td>
<td>116.0 110.7 109.2 109.0 108.4 108.9 107.3</td>
<td>111.7 104.5 103.7 104.1 103.9 108.2 108.2</td>
</tr>
</tbody>
</table>

5.2.3 Experiment 3: Number of Negotiation Rounds

<table>
<thead>
<tr>
<th>Number of Proposals ($\rho$)</th>
<th>10</th>
<th>Number of Rounds ($R$)</th>
<th>10k–5M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents ($I$)</td>
<td>3</td>
<td>Energy Cost Distribution</td>
<td>consumption-based</td>
</tr>
</tbody>
</table>

In the third experiment, we analyze the impact of negotiations with more or less iterations on the performance of the protocols.

Figure 2 shows the Pareto performance subject to the number of negotiation
rounds. Since the findings are basically the same for the social cost performance, we omitted a separate presentation of those results.

If there are very few rounds only (10k), the basic protocol version of the MNP-SA (SQ) performs comparably to the benchmark procedure. Furthermore, SQ3 and GN achieve similar outcomes as well, but are outperformed by the agent-based proposal configurations (SQA, SQA3, and GNAI) which also perform comparably among themselves. All protocols and configurations attain better results with more negotiation rounds; however, the marginal improvements seem to be decreasing. The MNP-SA benefits most from more negotiation rounds, since the performance significantly increases with more rounds. Given there are just very few rounds, the MNP-GA can mostly keep up with the MNP-SA. However, the differences between the protocols become more and more evident with longer negotiation time. Nevertheless, the MNP-GA still beats the benchmark protocol considerably. After 5M negotiation rounds, the advanced MNP-SA configurations mostly reached the Pareto frontier: SQ3, SQA, and SQA3 have a mean distance to the Pareto frontier between 0.6% – 0.4% and result in a nondominated contract in 85.6% – 88.9% of the simulations (social cost: 102.0% – 101.9%). The MNP-GA and BM come off far behind (Pareto: 7.7% – 6.6% (MNP-GA) / 13.3% (BM); on front ratio: 11.1% – 23.3% / 4.4%; social cost: 105.5% – 105.3% / 108.4%).
5.2.4 Experiment 4: Number of Agents

<table>
<thead>
<tr>
<th>Number of Proposals ((\rho))</th>
<th>10</th>
<th>Number of Rounds ((R))</th>
<th>1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents ((I))</td>
<td>3–19</td>
<td>Energy Cost Distribution</td>
<td>consumption-based</td>
</tr>
</tbody>
</table>

The fourth experiment analyzes the scalability of the protocols regarding the number of agents. Since the approximation of the Pareto frontier becomes very hard to calculate with more agents, we make use of the social cost performance here.

Figure 3 depicts the development of the social cost subject to the number of agents (for 3, 5, ..., 19 agents). Unsurprisingly, the social cost increases when there are more agents in place, although the total number of jobs to be scheduled stays the same. This results from the fact that more agents are more difficult to coordinate and there is a larger conflict of interests due to disparate preferences. Regarding the MNP-GA, GN performs better than the BM initially. With an increasing number of agents, the spread between BM and GN diminishes – BM has even lower social cost than GN for 19 agents. Nevertheless, the second tested configuration, GN1, maintains its advantage compared to the BM. In the case of the MNP-SA, the deterioration turns out to be relatively small, and the social cost appears to go up not as vigorously as the MNP-GA. With 19 agents, each pursuing his or her own cost objective depending on his or her assigned jobs, SQA3 still attains a solution that on average just suffers from a mark-up of 12.8% on the social cost which is a relatively low price of anarchy. In the best case, the MNP-SA found a contract involving 19 parties that had a social cost of 103.1% only.

5.2.5 Experiment 5: Energy Cost Allocation

<table>
<thead>
<tr>
<th>Number of Proposals ((\rho))</th>
<th>10</th>
<th>Number of Rounds ((R))</th>
<th>1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents ((I))</td>
<td>3</td>
<td>Energy Cost Distribution</td>
<td>negotiated</td>
</tr>
</tbody>
</table>

In the final and fifth experiment, we refrained from the scheme that the energy cost are distributed based on the respective jobs’ resource consumption. Instead of such a ratio, we integrated the energy cost allocation in the negotiation making it a further negotiation issue. For this purpose, we have added a payment vector to the contract determining which shares of the cost have to be covered by which agents, which is mutated by redistributing a small percentage from one randomly chosen agent to another. Table 4 shows the results. BM does not yield any satisfying outcomes and suffers from a severe decline compared to the consumption-based
Figure 3: Impact of different number of agents on social costs

Allocation. Moreover, the MNP-GA is also significantly worse off in terms Pareto and social cost performance according to the WMW-test (except for the Pareto performance of GN which was insignificant). Nevertheless, in contrast, MNP-SA is able to obtain almost exclusively Pareto optimal outcomes. 95.6% of the negotiations (i.e., 86 out of 90 problem instances) reached a nondominated solution. Considering the 30 smaller problem instances with 5 machines and 300 jobs, SQA3 missed a nondominated solution just a single time. The Pareto performance was between 2.8% and 0.6%; on the other hand, the price of anarchy (social cost) is substantially higher compared to Experiment 2 with a very high significance.

Table 4: Results with energy cost as a negotiation issue

<table>
<thead>
<tr>
<th></th>
<th>BM</th>
<th>SQ</th>
<th>SQ3</th>
<th>SQA</th>
<th>SQA3</th>
<th>GN</th>
<th>GNAI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pareto Distance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>91.8</td>
<td>1.7</td>
<td>2.8</td>
<td>0.6</td>
<td>1.4</td>
<td>11.9</td>
<td>12.7</td>
</tr>
<tr>
<td>CoV</td>
<td>40.2</td>
<td>376.4</td>
<td>248.0</td>
<td>561.3</td>
<td>364.9</td>
<td>77.4</td>
<td>65.1</td>
</tr>
<tr>
<td>OnFR</td>
<td>0.0</td>
<td>92.2</td>
<td>84.4</td>
<td>95.6</td>
<td>91.1</td>
<td>21.1</td>
<td>10.0</td>
</tr>
<tr>
<td>M=5</td>
<td>74.8</td>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.1</td>
<td>8.2</td>
<td>10.9</td>
</tr>
<tr>
<td>M=10</td>
<td>83.2</td>
<td>1.5</td>
<td>2.9</td>
<td>0.4</td>
<td>1.7</td>
<td>10.2</td>
<td>10.7</td>
</tr>
<tr>
<td>M=20</td>
<td>117.5</td>
<td>3.0</td>
<td>4.8</td>
<td>1.0</td>
<td>2.4</td>
<td>17.2</td>
<td>16.7</td>
</tr>
<tr>
<td><strong>Social Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>141.3</td>
<td>113.3</td>
<td>113.6</td>
<td>112.2</td>
<td>112.1</td>
<td>108.8</td>
<td>108.4</td>
</tr>
<tr>
<td>CoV</td>
<td>9.2</td>
<td>3.8</td>
<td>3.7</td>
<td>3.5</td>
<td>3.6</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Best</td>
<td>115.7</td>
<td>105.6</td>
<td>105.6</td>
<td>104.7</td>
<td>104.6</td>
<td>102.5</td>
<td>103.0</td>
</tr>
<tr>
<td>M=5</td>
<td>130.5</td>
<td>109.3</td>
<td>109.4</td>
<td>108.2</td>
<td>108.0</td>
<td>107.2</td>
<td>106.8</td>
</tr>
<tr>
<td>M=10</td>
<td>140.1</td>
<td>113.2</td>
<td>113.8</td>
<td>112.3</td>
<td>112.3</td>
<td>108.3</td>
<td>108.1</td>
</tr>
<tr>
<td>M=20</td>
<td>153.3</td>
<td>117.5</td>
<td>117.6</td>
<td>116.1</td>
<td>115.9</td>
<td>110.8</td>
<td>110.3</td>
</tr>
</tbody>
</table>

Until now, being close at the Pareto frontier basically meant having a little
social cost as well. To analyze this in more detail, table 5 compares the Gini coefficients (GC) for consumption-based energy cost allocation and negotiated energy cost allocation. The GC is a measurement of inequality, i.e., with a GC of 0, every agent has the very same cost and, with a GC of 1, a single agent covers the whole cost. As the data shows, the consumption-based allocation leads to relatively homogeneous outcomes. The very low GC partly results from the fact that there is a base cost, i.e., a large part of the cost cannot be prevented. In the case of integrating the allocation in the negotiation, the MNP-GA as well as the BM still achieve comparable results. However, the MNP-SA, which also attains very good results, suffers from a huge disparity. Consequently, the improvements are just prosperous for individual agents and are borne by others.

<table>
<thead>
<tr>
<th></th>
<th>BM</th>
<th>SQ</th>
<th>SQ3</th>
<th>SQA</th>
<th>SQA3</th>
<th>GN</th>
<th>GNA1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Neg.</td>
<td>3.9%</td>
<td>3.3%</td>
<td>3.2%</td>
<td>3.4%</td>
<td>3.3%</td>
<td>3.5%</td>
<td>3.5%</td>
</tr>
<tr>
<td>Negotiated</td>
<td>3.4%</td>
<td>26.7%</td>
<td>24.4%</td>
<td>24.1%</td>
<td>24.4%</td>
<td>3.7%</td>
<td>3.1%</td>
</tr>
</tbody>
</table>

5.3 Discussion and Limitations

Outlining the findings of the previous section, the protocols are able to find high quality solutions although they do not make use of aggregated information and are subject to strategic behavior. In the presented experiments, the agents evaluate a tiny fraction of the contract space of this complex problem and provide specific acceptance and rejection signals only. Nevertheless, we found that the MNP-SA may deliver first-class solution quality, whereas the MNP-GA outperforms the benchmark protocol significantly but cannot keep up with the MNP-SA. This result complies with common experiences for traditional metaheuristics, since evolutionary algorithms that are hybridized with local search procedures mostly find better solutions than pure versions. Beyond the introduction of quotas, we identified agent-based proposal and three-valued logic as successful building blocks for the MNP-SA. The majority acceptance extension deteriorates the results significantly, whereas the prenegotiation does not seem to have a substantial impact. Nevertheless, the latter might find fairer outcomes which we did not analyze in detail. Regarding the MNP-GA, only proposals by agents could improve the out-
comes compared to the basic protocol. As a small drawback, agent-based proposals require more communication as well as computation effort on the side of the agents.

Furthermore, the experiments indicate that the number of proposals and rounds can have a substantial impact on the eventual quality of the contracts. If there is sufficient computation time, the use of MNP-SA often reaches the Pareto frontier, as shown for three agents. Moreover, a larger number of participating agents leads to an increased complexity of the problem and to a higher price of anarchy. As the last experiment shows, the integration of the energy cost allocation into the negotiation results in a very high ratio of nondominated outcomes.

Besides these beneficial findings, there are also some limitations of the computational study. First of all, a large part of the energy cost are unavoidable and there are also considerable tardiness costs. While this does not affect the assessment concerning achieving Pareto-efficiency or not, it scales the absolute figures of the outcomes and, hence, reduces the relative difference between the results (although we used the individual or global best outcomes for normalization). The second limitation addresses the results of Experiment 5, in which the MNP-SA found a great number of nondominated contracts. Although we made huge efforts for determining the Pareto frontier (more than 2.4M solutions obtained with five different multi-criteria metaheuristics; see section 5.1.2), Experiment 5 draws on slightly modified assumptions which can affect the results notably. The centralized procedures as well as the other negotiation simulations suppose consumption-based energy allocation in contrast to Experiment 5. This experiment can achieve every allocation of energy cost which is equivalent to allowing for side payments among the negotiation parties. By means of side payments, the agents can obtain solutions that are not feasible for the consumption-based energy allocation. That is why the comparability and, thus, the interpretation of the Pareto results of Experiment 5 have to be done with caution. Nonetheless, since we compare different protocols and configurations, the results still have validity, because all procedures draw on the very same assumptions within this experiment. However, the dominance of the solutions from Experiment 5 can lead to greater gaps between the discrete Pareto points and result in worse distance figures for Experiment 1 – 4.

Finally, concerning the comparison of negotiation approaches with multi-criteria procedures, a negotiation problem may be considered as a multi-criteria problem
with additional fundamental difficulties. That is, negotiation scenarios suffer from strategic interactions of autonomous self-interested agents and lack of revealed truthful information. Thus, although there is a close relation between an agent and an objective, there is no way to centrally dictate the system. A central authority can just specify reasonable and verifiable rules of the negotiation protocol. This is why decentralized decision problems (such as the considered multi-agent multi-machine scheduling problem) are different from classical multi-criteria problems. Nonetheless, one may still compare the performance of negotiation protocols, with results that are biased by individual interests, with centralized multi-criteria procedures (see section 5.1.2). We found that the obtained solutions of the negotiation procedures partly even dominate results from the centralized approaches. By using centralized approaches, we generated more than 2.4M solutions of which 119,087 were nondominated. In the negotiation simulations, we obtained 8,190 results for the two protocols if we omit Experiment 4 and 5.\footnote{Experiment 4 studies more than three agents and Experiment 5 draws on different assumptions. The latter dominates 11,436 solutions.} Despite the mentioned strategic and informational issues, the negotiation results dominate 4,683 centralized results which were nondominated so far. This shows that negotiations with appropriate rules and mechanism design may keep up with centralized approaches despite self-interested agents and information asymmetry.

6 Conclusion and Future Work

This paper studies the scheduling of competing jobs with due dates on multiple heterogeneous machines by multiple agents. As a feature, the model incorporates not only tardiness cost but also machine operating cost (or energy cost). The operating cost is subject to a time-dependent tariff and the machine’s utilization. Furthermore, we argue that tardiness as well as energy cost functions may be nonlinear. This already complex problem is exacerbated by selfish strategic considerations of the involved agents and their unwillingness to share relevant information. To overcome the latter, we present and evaluate two generic negotiation protocols that are partly inspired by metaheuristic concepts and are designed to achieve beneficial outcomes in terms of Pareto efficiency and social cost.
For evaluation purposes, we present a computational study with problems that include 300–1,200 jobs, 5–20 machines, and 3–19 agents. The results of the computational experiments indicate that the proposed methods are capable to find (near) Pareto-efficient outcomes that also show a good performance in terms of social cost. Although the protocols are mainly generic, parameters such as the number of proposals or negotiation rounds have a significant impact on the eventual quality of the contracts. The data shows that the location-based protocol employing quotas is superior to the protocol that draws on evolutionary concepts. Nevertheless, the evolutionary protocol’s performance still outperforms the benchmark protocol that involves a reduced set of rules. Even when there are a large number of agents, the measured price of anarchy is rather small and the outcomes are still relatively close to the best centrally determined solutions.

Future work will be to further elaborate the protocols by developing and evaluating additional building blocks. Moreover, the validity of the findings from this study should be assessed by considering other kinds of applications. Concerning the presented kind of scheduling problem, future work may also incorporate the empirical confirmation of the hypotheses of nonlinear cost functions and analyze the performance subject to the parameters of the problem instances. Another interesting aspect is the consideration of an unbalanced job allocation among the agents or mixed objective functions for the agents. Finally, beyond efficiency considerations, fairness among the agents will be a criterion in future work.
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