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Abstract

Formation control has been one of the important topics covered in the researches on the multi-agent systems. The applications of the multi-agent systems are significant in variety of tasks such as search and rescue missions, forest fire detection, reconnaissance, surveillance, etc. Inspired by the cooperative ability as well as the intelligence of natural animal groups such as schools of fishes, flocks of birds, swarm of ants, etc., this dissertation develops the artificial vector field method for formation control of autonomous robots while tracking one or more moving targets in a dynamic environment.

In our approach, the proposed artificial vector fields, which consist of the attractive, repulsive, and rotational force field, are combined with the damping term in the formation control laws in order to control the velocity, heading, connectivity, as well as the obstacle avoidance of a swarm of autonomous robots while in motion. Using this approach, autonomous robots are not only controlled to move along a desired trajectory towards the target, but are also held in a specified formation without collisions during movement. In other words, under the effects of the proposed artificial vector fields, the member robots of a swarm will move together in a specified formation with the velocity matching, without collisions among them while tracking the target. In addition, the free robots will themselves approach the created formation from their swarm in order to obtain the fixed position in this formation. Especially, the thesis then explains that by using the proposed hybrid force field in the obstacle avoiding controller, the local minima problems that still exist in the traditional potential field method (for example, when a robot is trapped in U-shape obstacle, etc.) will be solved. In the proposed hybrid force field, the local repulsive force field surrounding obstacles, which is stronger when the robot is closer to the obstacles, is utilized to repel the robot away from the obstacles, while a local rotational force field is added to surround the obstacles in order to drive robot to escape the obstacles in the direction of the target’s trajectory. Therefore, robots can easily and quickly avoid obstacles, as well as escape complex obstacles along their moving trajectory in order to complete the assigned tasks with their swarm.

The thesis focuses on two main issues in formation control, namely, (i) formation control following the desired formations and (ii) cooperative formation control. The first issue concerns how robots are controlled by the proposed formation control algorithm in order to approach the coordinated virtual nodes in the desired formation (for example, V-shape, line or circular shape), and to maintain following these virtual nodes during tracking; while the second issue showcases the use of the proposed cooperative formation control law, where robots will automatically cooperate with each other in their neighboring relationship in order to generate and maintain the cohesion in their formation.
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Symbols

\( p_i \)  
Position of robot \( i \)

\( v_i \)  
Velocity of robot \( i \)

\( p_k \)  
Position of robot \( k \)

\( v_k \)  
Velocity of robot \( k \)

\( p_o \)  
Position of obstacle

\( v_o \)  
Velocity of obstacle

\( p_l \)  
Position of leader

\( v_l \)  
Velocity of leader

\( p_j \)  
Position of virtual node \( j \)

\( v_j \)  
Velocity of virtual node \( j \)

\( p_c \)  
Center position of swarm

\( v_c \)  
Velocity of swarm’s center

\( p_t \)  
Position of target

\( v_t \)  
Velocity of target

\( n_{ik}^k \)  
Unit vector between robot \( i \) and robot \( k \)

\( n_{io}^o \)  
Unit vector between robot \( i \) and obstacle \( o \)

\( n_{il}^l \)  
Unit vector between robot \( i \) and leader

\( n_{ij}^j \)  
Unit vector between robot \( i \) and virtual node \( j \)

\( n_{ic}^c \)  
Unit vector between robot \( i \) and virtual swarm’s center

\( n_{it}^t \)  
Unit vector between robot \( i \) and target

\( n_{il}^l \)  
Unit vector between leader and target

\( (p_i - p_k) \)  
Relative position between robot \( i \) and \( k \)

\( \|p_i - p_k\| \)  
Distance between robot \( i \) and \( k \)

\( (v_i - v_k) \)  
Relative velocity between robot \( i \) and \( k \)
\begin{itemize}
  \item \((p_i - p_t)\) Relative position between robot \(i\) and target
  \item \(\|p_i - p_t\|\) Distance between robot \(i\) and target
  \item \((v_i - v_t)\) Relative velocity between robot \(i\) and target
  \item \((p_i - p_o)\) Relative position between robot \(i\) and obstacle \(i\)
  \item \(\|p_i - p_o\|\) Distance between robot \(i\) and obstacle \(i\)
  \item \((v_i - v_o)\) Relative velocity between robot \(i\) and obstacle \(i\)
  \item \((p_i - p_c)\) Relative position between robot \(i\) and swarm’s center
  \item \(\|p_i - p_c\|\) Distance between robot \(i\) and swarm’s center
  \item \((v_i - v_c)\) Relative velocity between robot \(i\) and swarm’s center
  \item \((p_i - p_l)\) Relative position between robot \(i\) and leader
  \item \(\|p_i - p_l\|\) Distance between robot \(i\) and leader
  \item \((v_i - v_l)\) Relative velocity between robot \(i\) and leader
  \item \((p_i - p_j)\) Relative position between robot \(i\) and virtual node \(j\)
  \item \(\|p_i - p_j\|\) Distance between robot \(i\) and virtual node \(j\)
  \item \((v_i - v_j)\) Relative velocity between robot \(i\) and virtual node \(j\)
  \item \((p_l - p_t)\) Relative position between leader and target
  \item \(\|p_l - p_t\|\) Distance between leader and target
  \item \((v_l - v_t)\) Relative velocity between leader and target
  \item \(N\) Number of robots
  \item \(M\) Number of obstacles
  \item \(N^i_k(t)\) Set of robots in the neighborhood of robot \(i\) at time \(t\)
  \item \(O^i_k(t)\) Set of obstacles in the neighborhood of robot \(i\) at time \(t\)
\end{itemize}
1 Introduction

1.1 Motivation

In recent years, researches on multi-agent systems have widely been conducted in physics [6, 7, 8], chemistry [9, 10], biology [11], and especially in control and cybernetic science [24]-[94] over the world. Formation control is one of the necessary and important problems in the research field on the multi-agent systems. The formation control of autonomous robots, such as the formation of autonomous underwater vehicles [21, 84], unmanned aerial vehicles [29, 30, 31, 83], flocking control [34]-[42], mobile sensor networks [43]-[57], etc., and its potential applications into a variety of tasks including search and rescue missions, forest fire detection, reconnaissance, and surveillance, etc., have attracted a lot of attention from researchers worldwide.

Figure 1.1: Examples of the special swarms in nature: the V-shape flying formation of birds (a) (Source: http://www.grahamowengallery.com/photography/geese.html), the circular formation of fish (b) (Source: http://www.simontuckett.com/_Portfolio/PortPages_Hi/Il_FishSchool.html), the collinear formation of ants (c) (Source: http://www.e-swarm.org/images/ant-trail.png).
In observing the animal groups in nature, such as schools of fish, flocks of birds, swarm of ants, etc., we can see the intelligences as well as the several interesting features of these animal groups. Moreover, from the natural animal groups we can also find some special formations that are organized into the particular shapes such as V-shape, line or circle, etc., see figure 1.1. Natural features as well as the intelligences of a swarm [1]-[14] that have suggested our designing the control laws for the multi-agent systems, are expressed as follows:

- A swarm can still search and track a source of food (a target) efficiently while avoiding obstacles. This natural phenomenon helps us to design the target tracking control algorithm for a swarm of autonomous robots in a dynamic environment.

- A swarm can also split into smaller sub-groups in order to search and approach multiple food sources (targets) and avoid obstacles simultaneously. If any food source runs out, the individuals that are using this food source will continue to search and approach other food sources. This situation directs us to the building of sensor merging and splitting in a mobile sensor network when the number of the targets changes. This control law guarantees that all free sensors can easily and quickly approach their swarm as well as some sensors will be split from a main group into a sub-group to track a new target.

- A swarm has the ability to change its size to adapt to the environment. Based on this feature, we can design the adaptive formation control algorithm for a swarm of autonomous robots while escaping obstacles to track a moving target. Using this control law, the swarm’s size shrinks into the smaller size in order to adapt to the complex environment while maintaining the formation connectivity.

- Each member in a swarm can communicate and interact with its neighbors within its limited sensing range in order to avoid the collisions with its neighbors, and generate the robust connectivity in its formation. Moreover, based on this organization, the information that each member obtains from the environment can be sent to all other members in formation. Hence, in cases where only some members in the swarm detect the obstacles or the food source, etc., but all other members in the swarm can still avoid these obstacles, or approach this food source with their swarm. This natural feature motivates us as researchers to design the formation cooperative control algorithm. This control algorithm guarantees that the formation of a swarm is maintained without collisions among the members in the swarm while tracking the dynamic target.
1.2 Problem statement

- Each member in a swarm can still combine and move with its neighbors in the cohesive formation, although it may not sense the position as well as the velocity of its neighbors accurately. This natural feature has inspired the authors to think about the formation control of a swarm of autonomous robots in the noisy environments.

- A swarm can move in the particular formations such as V-shape, line or circle, etc., see figure 1.1. This special ability encourages us to study the formation control of a swarm of multiple autonomous robots following the desired formations. If successful, this control law will ensure that multiple autonomous robots can uphold a specific formation while traversing a trajectory and avoiding collisions among them simultaneously. The potential applications of this approach in the specific tasks or missions such as search, observation, supervision or surrounding, etc., play the important roles in reality.

Finally, motivated by the features, the abilities, and the intelligences of the animal groups in the nature with the potential applications from multi-agent systems in reality, this thesis focuses on the research and the design of the control algorithms for multi-agent systems, such as: formation connection control; path planning for the formation of a swarm in a dynamic environment; formation control of autonomous robots in a noisy environment; adaptive and cooperative formation control in complex environments, etc.

1.2 Problem statement

Although there are many research directions on the multi-robot systems, but the main issue is that the member robots in a group have to collaborate in order to achieve the desired tasks, such as observing, tracking or encircular a moving target, etc. As presented in the preceding passages, formation control of autonomous robots is observed in various kinds of the animal groups in the nature, such as schools of fishes, flocks of birds, swarm of ants, etc., [1]–[7]. This guarantees that the members in the formation of a group have to move together in a desired organization under the velocity matching without collisions among them. In addition, the free robots in a group, which still do not have the cohesion with their formation, must themselves approach their formation in order to obtain the fixed position in their formation. Moreover, the formation of a swarm must be maintained while moving in a free environment as well as in a dynamic environment. All of these analyses have identified our research concentration issues as follows:

- “Formation control following the desired formations”, the content of this issue is to
control the formation of autonomous robots following the particular shapes such as V-shape, line or circle, etc., while observing and tracking the dynamic target. In this method, the desired formation, which consists of the coordinated virtual nodes, is first generated. The shape of the desired formation is decided on its potential application in the specific tasks or missions such as search, observation, supervision, tracking or surrounding, etc. Then, the robots are controlled to approach the coordinated virtual nodes in the desired formation and to maintain at these virtual nodes while moving simultaneously. Using this method, robots can easily uphold a specific formation while traversing a trajectory and avoiding collisions among them simultaneously. Although this topic is very interesting and important in the field of the research on the multi-robot systems, but the research results in this field are still very limited. Therefore, this research direction will be developed in this thesis, such as the adaptive shape-formation control while tracking a moving target under the influences of the varying environments.

- “Cooperative formation control”, the content of this issue is to control the formation of a group of autonomous robots based on the stable and robust connections among neighboring members to complete the specific tasks or missions such as search, observation, supervision or tracking the dynamic targets. In this method, the neighboring robots are linked to each other by the attractive/repulsive force fields among them to create a robust cohesion in a formation and avoid collisions among them simultaneously. The success of the cooperative formation control method based on the connections among neighboring members in a swarm as an $\alpha$-lattice configuration has been published in some literature, such as flocking control [34]-[42]. The published results show that this topic is very interesting, and has potential applications in military areas as well as in civilian areas. However, there are some constraints on the approach, such as: when the cohesion in the formation of the swarm is broken while avoiding obstacles, while we need the maintaining of the formation in order to perform a certain job. Moreover, the formation adaptation of a swarm in the complex environments such as U-shape or the narrow space between obstacles, etc., is also an important issue that needs attention. Additionally, the thesis addresses other arising issues namely the swarm–finding of the free robots that have not been offered a fixed position in a formation (for example: the robots that get lost, or are separated from their formation for certain cause).
1.3 Method of approach

There are many methods to generate and control the formation of a swarm of autonomous mobile robots. One of the simple and effective methods utilized to control the coordination, the motion, the formation connectivity, as well as the obstacle avoidance for a swarm in order to track the dynamic targets is the artificial vector field tool. This vector field tool is built on the relative positions and velocities among the targets, robots, and obstacles in the environment.

In this thesis, the proposed solution for formation control of autonomous robots is based on the improved vector fields that consist of the artificial potential fields and the artificial rotational fields. The proposed potential fields, which include the attractive and repulsive force fields and are generated by negative gradient of the corresponding potential functions, are not only used to control autonomous robots moving on a desired trajectory (path planning for a swarm), but are also used to hold these robots in a specified formation without collisions during movement (formation connection control). The attractive force field is generated surrounding the goals such as the target of the swarm, the virtual nodes in the desired formation, etc., to drive robots towards these goals (for example the target tracking control or the swarm-finding control, etc.,) with the velocity matching. Furthermore, surrounding the neighboring robots in a formation, the local attractive force field is combined with the local repulsive force field in order to create and keep the formation connectivity, as well as to avoid collisions among the members of the swarm. Moreover, using the hybrid force field, which consists of the repulsive force field and the rotational force field surrounding obstacles, robots can easily and quickly avoid and escape obstacles along their moving trajectory while maintaining their formation. In this obstacle avoiding control law, the repulsive force field that is stronger when the robot is closer to the obstacles is utilized to repel the robot away from the obstacle, while a rotational force field is added to drive the robot to escape the obstacles in the direction of the target’s trajectory. Especially, this added rotational force field will solve the local minima problems in the traditional potential field method such as when robots are trapped in the complex obstacles (for example U-shape obstacle, etc.), [22], [24].

Finally, the proposed artificial vector fields combined with the damping term in the formation controller will generate the desired velocities and headings, as well as the stable formation connectivity for the robots of a swarm while tracking the dynamic targets. Moreover our proposed formation controller also guarantees that the formation adaptation in different tasks and missions, and in varied environments is performed.
1.4 Research contributions

As presented above, “formation control following the desired formations” and “cooperative formation control” are the main contributions of our research in this dissertation. As such, the research is expected to indicate:

- **Formation control following the desired formations**

  The content of this contribution is to control the formation of autonomous robots following the desired shapes including V-shape, line and circle, while observing and tracking a dynamic target under the influence of the dynamic environment. In this approach, the desired formations, which consists of the equidistant neighboring virtual nodes, is first generated based on the relative position between the swarm’s virtual leader and the target. The swarm’s virtual leader is randomly chosen from a swarm’s member that is closest to the target. This leader plays an important role to create and lead its formation moving towards the target in a stable direction. Hence, in many undesired cases, such as the leader is broken or trapped in the obstacles (for example U-shape obstacle) one new leader is replaced in order to continue to lead the swarm tracking the target. Further, the motion of the robots towards the desired positions in the desired formation is controlled by the artificial force fields that consist of the local and global potential fields surrounding the virtual nodes. Under the effect of these artificial force fields, robots will automatically find their desired position at the virtual nodes in the desired formation. Additionally, the local repulsive force field surrounding each robot is used to avoid the collision with each other. Moreover, using the repulsive vector field combined with the rotational vector field in the obstacle avoiding controller, robots can easily escape the obstacles while tracking a moving target.

  In summary, this main contribution is performed as follow: firstly, the desired formation (V-shape, line or circular shape) of the virtual nodes, which are equally spaced, is designed on the relative position between the swarm’s virtual leader and the target. Secondly, the control algorithms, which are developed based on the artificial vector fields, guarantee that the motion of robots always converges to the created virtual nodes in the desired formation under the effects of the dynamic environment and avoid collisions simultaneously. Furthermore, the formation adaptation and the target approaching direction are decided by the target’s position sense of the virtual leader. Using our proposed control algorithms, all robots can easily approach the de-
sired formation and maintain their formation connectively while tracking a moving
target in a dynamic environment.

- **Cooperative formation control**

The content of this contribution is to control the formation of a group of autonomous
robots based on the stable and robust connections among the neighboring members in
order to track the dynamic targets in the various environments. In this approach, the
neighboring robots are first linked to each other by the artificial attractive/repulsive
force fields among them in order to create a robust cohesion in a formation and avoid
collisions among them simultaneously. Further, in order to adapt to the changing en-
vironments, for example in the case when a group of multi robots must pass through a
narrow space among obstacles, we propose the adaptive formation control algorithm.
Using this control algorithm, the members in a formation can cooperatively learn the
swarm’s parameters to decide the size of their formation so that the formation con-
nexion and the target tracking performance can be improved. Furthermore, in order
to solve the local minima problems in the traditional potential field method as pre-
sembled in [20, 21, 22], and help robots find a good way to approach the moving target
while maintaining their formation simultaneously, we propose the developed obstacle
avoiding controller. In this proposed obstacle avoiding controller we also utilize the
repulsive/ rotational force fields combined with the direction of the target’s trajectory
to drive the robot formation so as to escape the obstacle. Moreover, in order to solve
the problems of the robot contribution and distribution in the scenario of multiple dy-
namic target tracking, we use the robot splitting/merging control algorithm. Using our
control law, the free robots can easily approach their formation, as well as some
member robots from a main group can be split into smaller subgroup.

Finally, this main contribution is built as follows: the formation’s connectivity is first
developed on the local attractive and repulsive force fields among the neighboring
members of a group. Furthermore, the cooperation control algorithm for the for-
mation maintenance of a group while avoiding obstacles is built on the data that are
collected and updated by the sensing of each member about the environment around
it.
1.5 Literature review

In this section, the current formation control methods, which will be evaluated and compared with our proposed approach, are reviewed. The topic of formation control of a group has been introduced extensively in the literatures with its applications to path planning or navigation for autonomous mobile robots [23]-[28], autonomous underwater vehicles (AUVs) [21, 84], unmanned aerial vehicles (UAVs) [29, 30, 31, 83]. Formations, which are discussed and compared in this section, include both cooperative formations and specific geometric formations. The different control topologies are designed and utilized for specific formations. An overview of previous and relevant studies of the topic is presented below as a framework that comprises the main focus of the research.

1.5.1 Specific geometric formation control

In this subsection, we review existing works in the area of specific geometric formation control [82]-[95] including virtual structure formation control, dynamic region following formation control, formation control following desired shapes.

Firstly, in the virtual structure or a framework formation control method [82]-[88] the formation of a group of robots is designed as a rigid structure or a fixed framework, in which the agents are assumed that they do not connect to each other, but they can move together in a continuous space. The concept of the virtual structure or a fixed framework has been introduced in [82]. Results from this literature have shown that this approach is capable of achieving high precision movement which is fault tolerant and exhibits graceful degradation of performance. In addition, this proposed algorithm does not require the leader selection as in other cooperative robotic strategies. Moreover, in [83], a dynamic virtual structure formation control scheme is also proposed to enable a formation of fixed-wing UAVs to execute coordinated formation manoeuvres along a planned formation trajectory. In [85], the authors described a framework for controlling and coordinating a group of mobile robots for cooperative tasks ranging from scouting and reconnaissance to distributed manipulation. This approach shows that the proposed control algorithm to composition also guarantees stability and convergence in a wide range of tasks. The main advantage of the virtual structure method for formation control is that it is simple to generate a rigid formation structure. The members in the formation can still move together along a specified linear trajectory while maintaining a rigid geometric relationship among them, although there is no leadership in the formation. The main limitation of this approach is
that the rigidity of the virtual structure or a fixed framework affects the formation’s turning performance when moving along a curvature trajectory.

Another approach for the specific geometric formation control is to use a dynamic region. In this method, all member robots of a group are controlled to move together in a given dynamic region [89], [90]. The published results in this approach have shown that robots stay within a moving region, and are able to adjust their formation by rotating and scaling during movement together simultaneously. This method does not require specific ordering or positioning of the robots inside the given dynamic region. The motion of each robot in formation depends on the motion of its neighbors and the given dynamic region.

One positive approach, which has also attended the growing attention from researchers worldwide, for the specific geometric formation control is the formation control following desired shapes [91]-[95]. In this approach, robots are independently controlled to move towards the virtual nodes in the designed desired formation (V-shape, line, or circle) and converge at these virtual nodes simultaneously during movement. Moreover, the designed virtual nodes in the desired formation must guarantee that the robots that are occupying the neighboring virtual nodes do not interact with each other.

1.5.2 Cooperative control

Cooperative control is also known as an interesting research direction in multi robot systems. This research direction has received a lot of attention from researchers in recent years [32]-[76]. It has been used for a variety of application fields, however, in this section we only review the existing works that relate to our research in this thesis, including: cooperative control while tracking a moving target; cooperative control in the dynamic targets tracking; adaptive flocking control in a dynamic environment.

Firstly, cooperative control of multi robot while tracking a moving target [32]-[63] can be split into the different research sub-issues based on the knowledge of graph theory, potential field, network communication, and system stability analysis.

In [32]-[37], the approach for the flocking control of multi agent with a virtual leader is introduced. In this approach, the organization of a group and its motion depend on the position, velocity, and trajectory of the leader. In [32, 33], the leader robot of a group tracks a predefined trajectory, and the other member robots in the group will follow this leader while maintaining a particular formation. Further, a method, which is built based on the extension of the flocking control algorithm in [41], for flocking control of multi-agents
with a virtual leader was also presented in [34]-[36]. In addition, in [37], the authors investigated the dynamic properties of the group for the case where the state of the virtual leader may be time-varying and the topology of the neighboring relations among agents is dynamic. Although this approach is simple, but its main disadvantage is that the group’s motion is dependent on the leader, so any failures from the leader will influence on the motion of the whole system.

In [38]-[62], the approach for the flocking control of multi agent without any leader is presented. In this approach, all robots of a group are controlled together to achieve a target, in other words, all these robots take a similar role while in motion. Each agent of a group will connect with other agents in its communicating range while it moves towards the target position. Thus, the formation’s cohesion of a group will be automatically generated on the local connectivity among the neighboring agents in group. Using this control method the stability and robustness of a formation are attained [77]-[81], but the quick swarm-approach of the free agents in the global workspace is still limited. In [39, 40, 41, 49, 50, 51], the algorithm for the quick swarm-approach of the free agents utilizes the parabolic attractive potential function, so the corresponding attractive force will converge linearly towards zero as the free agents will approach the target position with their decreasing velocity. These have demonstrated that the cooperation among the free agents in the local workspace has been well maintained. However, in the global workspace when the free agents that are far from the target will be acted by a large attractive force from the target, thus they will move with the very high speed to the target. In addition, in [50], a distributed flocking algorithm for mobile sensor network to track a moving target is also presented. In this literature, the author used an extension of a distributed Kalman filtering algorithm for the sensors to estimate the target’s position. Moreover, the cooperative sensing and learning in a mobile sensor network have been studied by many researchers in recent years. The cooperative sensing in a mobile sensor network can be applied in many different fields such as target tracking, monitoring, observation, or environmental mapping, etc., and can be found in [51, 56, 57, 58,]. The approaches to the cooperative learning in a mobile sensor network including game theory, evolutionary computation or reinforcement learning, etc., are introduced in [54, 60, 86]. The published results around this topic show that the problems of the environment mapping as well as estimation based on the multi agent cooperative sensing and learning are very interesting and still open research directions.

Secondly, cooperative control in the dynamic targets tracking is presented in [64]-[70]. In [64], the problem of motion planning and sensor assignment strategies for tracking multiple targets with a mobile sensor network is discussed. The authors focused on triangu-
1.5 Literature review

In sensor-based tracking, where two sensors merge their measurements in order to estimate the position of a target. Further, in [66], robots equipped with sensors and communication devices discover and track as many evasive targets as possible in an open region. Additionally, a technique for multiple moving objects tracking with a mobile robot is discussed in [68]. In this approach, the authors have introduced a sample-based variant of joint probabilistic data association filters to track features originating from individual objects, and to solve the correspondence problem between the detected features and the filters. Moreover, the control algorithms for the dynamic targets tracking in a mobile sensor network are also discussed in [69, 70].

Thirdly, adaptive flocking control in a dynamic environment [71]-[76] is also an interesting issue in cooperative control. In [71], the authors presented a distributed approach for adaptive flocking of the swarms of mobile robots that enables the robots to navigate autonomously in complex environments populated with obstacles. In this approach, an integrated algorithm that allows a swarm of robots to navigate in a coordinated manner, split into multiple swarms, or merge with other swarms according to the environment conditions is proposed. However, the problems for controlling the size of a group were not considered in this literature. In [75], four novel collision avoidance processes for mobile robots to generate effective collision-free trajectories when forming and maintaining a formation are discussed. In addition, robust adaptive flocking control of multi-agent systems with nonlinear dynamics is introduced in [76]. In this method, the coupling weights, which are perturbed by asymmetric uncertain parameters, are dynamically updated while the network topology for velocity is fixed.
1.6 Organization of this dissertation

The rest of this dissertation is formed by separated chapters, in which:

Chapter 2 introduces the approach to path planning for a single mobile robot in a dynamic environment. This approach is based on the artificial vector fields that include the developed potential force fields and the proposed rotational force field.

Chapter 3 presents the approach for formation control of the autonomous robots following the desired formations while tracking a moving target under the influence of the dynamic environment.

Chapter 4 proposes the cooperative formation control algorithms for a group of multi robots while avoiding obstacles as well as tracking a moving target.

Chapter 5 presents the sensor merging/spitting algorithm for a mobile sensor network while tracking the moving targets in a dynamic environment.

Chapter 6 outlines the conclusion drawn from the findings, implications for practice as well as recommendations for future researches.
2 Path Planning For a Single Robot

2.1 Introduction

The problem of path planning for an autonomous robot in a dynamic environment is how to plan and control the robot to move towards the target position in a desired path while avoiding obstacles in the environment. Therefore, navigation or path planning for the autonomous mobile robot is one of the most important applications for robot control systems. This interesting topic has attracted the attention from researchers in recent years.

Obstacle avoidance is an important issue in path planning for autonomous robots while reaching the target position. The artificial potential field as shown in [14]-[23] is known as a positive method in order to solve this problem. Recently, the potential field method has been widely studied and applied powerfully to path planning or navigation for autonomous mobile robot to reach the position of the target in a simple environment, see [14]-[20]. However, in a complex environment, in which the U-shaped obstacles or connected walls exist, the application of the potential field method to path planning for the autonomous robots is very difficult. Robot can be trapped in these obstacles before reaching the target position.

This chapter presents a novel improved artificial vector field method (AVFM) for path planning for a single robot to reach a target, which can be stationary or dynamic, in a dynamic environment. This approach is developed based on the traditional potential field method combined with the rotational field method. Using this approach, the robot can easily avoid and escape the obstacles in the environment without collision while reaching a stationary target. Furthermore, when the target moves in an unknown environment, the obstacle avoiding direction of the robot has a great influence on finding the fastest way towards the target. Following approach, a global attractive force field, which is built surrounding the target, is used to drive the robot towards the target. On the other hand, the repulsive force field, which is stronger when the robot is closer to the obstacle, is also designed surrounding the obstacles to repel the robot away from the obstacle. This repulsive force helps the robot to avoid the collision with the obstacles. Moreover, the rotational vector field is added to control the robot to avoid and escape the obstacles in the direction of the target’s trajectory. Under the effect of this blended vector field, the robot can easily escape the obstacles to continue tracking the target. However, in order for the robot to quickly exit the complex obstacles, the computed rotational force must be larger than the
sum of the repulsive forces of the obstacles and the attractive force of the target. The direction of the target’s movement is determined on the relative position between the current position and the future position of the target with the preselected time-step $\Delta t$.

The rest of this chapter is organized as follows: The basic potential field method is reviewed in section 2.2. Then, from the basic potential fields we propose the control algorithms for path planning of a single robot while tracking a moving target under the effects of the dynamic environment in section 2.3. The effectiveness of the proposed approach is verified in simulations in section 2.4. Finally, section 2.5 summarizes this chapter.

2.2 Background

This subsection presents the background of the artificial vector field method that will be extended, and applied to path planning for an autonomous robot in a dynamic environment. Firstly, the idea for this method is presented in subsection 2.2.1. Then, the traditional potential fields are introduced as background for the artificial vector field method in subsection 2.2.2.

2.2.1 Idea of the artificial vector field method

The idea of the artificial vector field method is based on Newton’s law of universal gravitation [98], [99]. According to Newton’s law of universal gravitation, any two objects in space exert gravitational forces on each other along the line connecting the centers of these objects. These gravitational forces are attractive, equal in magnitude, and have opposite directions. The magnitude of these gravitational forces is proportional to the product of the masses of these objects and inversely proportional to the square of the distance between them, see figure 2.1.

Consider the gravitational force of a point mass $m_2$ located at the position $p_2 = (x_2, y_2, z_2)^T$ acting on a point mass $m_1$ located at the position $p_1 = (x_1, y_1, z_1)^T$. As presented in [98], [99], this gravitational force is given by

$$f_{12} = -G \frac{m_1 m_2}{\|r\|^2} \left( \frac{r}{\|r\|} \right) = -G \frac{m_1 m_2}{\|r\|^2} n_r. \quad (2.1)$$

Where $G$ is the gravitational constant, and $n_r = r/\|r\|$ is the unit vector along the direction from the point mass $m_2$ to the point mass $m_1$. The relative position vector and the distance
between these point masses are described as follows: \( r = (p_1 - p_2) \) and \( \|r\| = \|p_1 - p_2\| = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2} \), respectively. As shown in [98], [99], the gravitational force (2.1) is a potential field, which is a negative gradient field of a scalar function \( V_{12} = -\frac{Gm_1 m_2}{\|r\|} \). Hence, equation (2.1) can be rewritten as follows:

\[
f_{12} = -\nabla V_{12}.
\]

The proof of this algorithm is given in the Appendix. In contrast, we have \( f_{21} = -f_{12} \). For more details of this consensus design please refer to [98], [99].

![Figure 2.1: Description of Newton’s law of universal gravitation [98], [99]](image)

Based on Newton’s law of universal gravitation, we design and apply the artificial force fields to path planning for the autonomous robots in a dynamic environment in the next sections.

### 2.2.2 Potential field method

The artificial potential field is known in control technology as an effective method for robot’s path planning. This potential field is the combination of the attractive force field to the target and the repulsive force fields away from the obstacles. In order to generate these control forces, some literatures such as [14]-[23] gave the method by using the negative gradient of the respective attractive/repulsive potential functions.

In this subsection, we review the basic vector fields used in the traditional potential field method [14]-[23]. In this traditional potential field method, the target is surrounded by a global attractive potential field that produces the attractive force on the robot. Under the action of the attractive force from the target, the robot will move towards the target position along the direction of this attractive force. On the other hand, in order to avoid the
collision with the obstacles, the local repulsive potential field, which produces the repulsive force on the robot, is built surrounding each obstacle. Therefore, the robot’s motion is driven towards the target position by a total force field that consists of the attractive force from the target combined with the sum of the repulsive forces from the obstacles in the environment. The robot’s motion is depicted in figure 2.2.

As shown in figure 2.2, a mobile robot is controlled to reach the target while avoiding the obstacle. We assume that the robot and target are as the moving point masses, and they move in two-dimensional (2-D) space. The robot’s position and the target’s position are denoted by $p_r = (x_r, y_r)^T$, $p_t = (x_t, y_t)^T$, respectively. The obstacle’s position $p_o = (x_o, y_o)^T$ is denoted as a point mass on the obstacle such that the distance between this point and the robot is minimal.

![Diagram](image)

Figure 2.2: Description of the schematic diagram of forces exerting on a mobile robot: the attractive force to the target $f_r^t(p_r)$, the repulsive force from the obstacle $f_r^o(p_r)$ and the robot control force $f_{	ext{total}}(p_r)$. 

2.2 Background

A. Attractive potential field

As shown in [15]-[23], the most commonly used attractive potential function is given as follows

\[ V_{at}(p_r) = \frac{1}{2} k' \rho^m(p_r, p_t). \]  

(2.3)

The corresponding attractive force field is given by the negative gradient of the potential function (2.3) as follows

\[ f_r^a(p_r) = -\nabla V_{at}(p_r) = \begin{cases} 
-k'(p_r - p_t) / \rho(p_r, p_t), & \text{if } m = 1 \\
-k'(p_r - p_t), & \text{if } m = 2.
\end{cases} \]  

(2.4)

Where \( k' \) is a positive scaling factor, and \( m=1 \) or \( 2 \). \( \rho(p_r, p_t) = \|p_r - p_t\| \) and \((p_r - p_t)\) are the distance and the relative position vector between the robot and the target, respectively. The equation (2.4) shows that: For \( m=1 \), the attractive potential is conic in shape, and the corresponding attractive force has constant amplitude. For \( m=2 \), the attractive potential is parabolic in shape, and the corresponding attractive force converges linearly towards zero as the robot approaches the target.

B. Repulsive potential field

Similarly, one commonly used repulsive potential function is given in [15]-[23] as

\[ V_{rep}(p_r) = \begin{cases} 
\frac{1}{2} k'' \left( \frac{1}{\rho(p_r, p_o)} - \frac{1}{r^\beta} \right)^2, & \rho(p_r, p_o) \leq r^\beta \\
0, & \text{otherwise.}
\end{cases} \]  

(2.5)

Taking the negative gradient of the potential function (2.5), we obtain the corresponding attractive force as follows
\[ f_r^e(p_r) = -\nabla V_{rep}(p_r) \]  
\[ = \begin{cases} 
  k^o \left( \frac{1}{\rho(p_r, p_o)} \frac{1}{r^\beta} \right) n_r^o, & \rho(p_r, p_o) \leq r^\beta \\
  0, & \text{otherwise.} 
\end{cases} \]  

Where \( k^o \) is a positive constant, \( r^\beta > 0 \) is the influence range of the obstacle, and \( n_r^o = \frac{p_r - p_o}{\rho(p_r, p_o)} \) is a unit vector along the direction from the obstacle to the robot. The magnitude of the relative position vector \( \rho(p_r, p_o) \) between the robot and the obstacle is \( \rho(p_r, p_o) = \|p_r - p_o\| \), which is the distance from the robot to the obstacle.

C. Total potential field

Finally, the total force, which is used to control a mobile robot to move towards the target while avoiding an obstacle of the environment as depicted in figure 2.2, is the sum of the attractive force from the target and the repulsive force from the obstacle as

\[ f_{total}(p_r) = f_r^t(p_r) + f_r^e(p_r). \]  

In general, the total force on the robot is given by

\[ f_{total}(p_r) = f_r^t(p_r) + \sum_{i=1}^{M} f_r^{oi}(p_r). \]  

Where \( M \) is the number of the obstacles in the environment, and \( f_r^{oi}(p_r) \) is the repulsive force generated by the \( i^{th} \) obstacle.

Figure 2.3: Description of the local minimum problem in case: the attractive force from the target and the repulsive force from the obstacle are equal and collinear but on the opposite direction.
2.2.3 Conclusion

Although artificial potential field is known as a positive method for path planning of mobile robots, but in several cases of local minimum problems this approach has demonstrated limitations; for instance, when the attractive force of the target and the repulsive force of the obstacles are equal in magnitude and collinear but on the opposite direction, the total force on the robot is equal to zero, leading to a halt in the robot’s motion is stopped. Moreover, in complex environments, such as U-shaped obstacles or long walls, etc., the application of the traditional potential field method for path planning of autonomous robots is very difficult. Robots can be trapped in these obstacles before reaching the target, as seen in figure 2.3.

2.3 Path planning algorithm for a mobile robot

2.3.1 Problem statement

In this sub-section, we consider a mobile robot that moves in a two-dimensional Euclidean space $\mathbb{R}^2$ with $M$ obstacles of the environment. The robot’s motion, which is assumed as a moving point in the space, is described by the dynamic model as follows

$$\begin{align*}
\dot{p}_r &= v_r, \\
\dot{v}_r &= u_r.
\end{align*}$$

In which $p_r, v_r \in \mathbb{R}^2$ are the position vector, the velocity vector of the robot $i$, respectively. The control input $u_r$ is given as

$$u_r = u_r^t + u_r^o.$$  \hspace{1cm} (2.10)

In this equation, the first component $u_r^t$ is used to control the target tracking, and the second component $u_r^o$ is used to drive robot out of the obstacles without the collision. These controllers are presented in subsections below.

In order to simplify the analysis, it is assumed that:

**Assumption 1.** The position $p_r = (x_r, y_r)^T$ and the velocity $v_r = (v_x, v_y)^T$ of the robot are known. The robot is equipped with sensors such as cameras, sonars, laser sensors, GPS
sensors, and associated algorithms, etc., to estimate the trajectory (position $p_t = (x_t, y_t)^T$, and velocity $v_t = (v_{xt}, v_{yt})^T$) of the target precisely.

**Assumption 2.** The velocity of the moving target is limited by the maximum velocity of the robot $\|v_t\| < v_{\text{max}}$.

**Assumption 3.** The robot can sense the position $p_o = (x_o, y_o)^T$ and the velocity $v_o = (v_{xo}, v_{yo})^T$ of the obstacles in the environment precisely.

### 2.3.2 Target tracking control algorithm

In order to control an autonomous mobile robot as it moves towards the target position, the control law $u'_r$ is proposed as follows

$$u'_r = f'_r(p_r) - k'_{rv}(v_r - v_t) + \dot{v}_r. \quad (2.11)$$

In this equation, the relative velocity vector $(v_r - v_t)$ between the robot and the target is added as a damping term with the damping scaling factor $k'_{rv}$.

![Figure 2.4: The sketch of the attractive force field $f'_r(p_r)$ directed toward the target position (a), and the dependence of the value of this force field on distance $\rho(p_r, p_t)$ (b).]
Under the effect of the attractive force $f^a_r(p_r)$ from the target, the robot will move towards the target position along the direction of this attractive force until it reaches the target. This attractive force is designed as follows:

$$f^a_r(p_r) = \begin{cases} -k^a_r(p_r - p_t)/r^a, & \text{if } \rho(p_r, p_t) < r^a \\ -k^a_r(p_r - p_t)/\rho(p_r, p_t), & \text{otherwise.} \end{cases}$$ \hspace{1cm} (2.12)

Here $r^a > 0$ is the range around the target, at which the robot’s speed is reduced before reaching the target, and $(p_r - p_t)$ is the relative position vector between the robot and the target. The magnitude of this force is dependent on the control factor $k^a_r$ and the distance $\rho(p_r, p_t) = \|p_r - p_t\|$ between the robot and the target. This attractive force is depicted in figure 2.4.

**Theorem 2.1.** Consider a mobile robot $(P_r, V_r)$ with its dynamic model (2.9) and control input $u^l_r$ given in equation (2.11). If the given assumptions in sub-section 2.3.1 are satisfied, then the system (2.9) will be stable at the equilibrium state $(p_r = p_t$ and $V_r = v_t)$.

**Proof of theorem 2.1**

In order to analyze the convergence of the system (2.9) to the equilibrium state, at which $(p_r = p_t, V_r = v_t)$, we first let $x_1 = p_r - p_t, x_2 = v_r - v_t$ be the relative position and velocity between the robot and the target, respectively. The error dynamic model of the system is given as follows

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \dot{v}_r - \dot{v}_i = u^l_r - \dot{v}_i
\end{align*}$$ \hspace{1cm} (2.13)

Substitute $u^l_r$ in (2.11) into (2.13) we obtain the error dynamic model of the system

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -\nabla V_{\text{att}}(p_r) - k^l_r(v_r - v_i).
\end{align*}$$ \hspace{1cm} (2.14)

Where $\nabla V_{\text{att}}(p_r)$ is the gradient field of the potential function $V_{\text{att}}(p_r)$ that is described in (2.3).

To analyze the stability of model (2.14) at the equilibrium position $(p_r = p_t, v_r = v_t)$, the positive definite function is selected as follows
\[ V = V_{at}(p_r) + \frac{1}{2} x_2^T x_2 \] 
\[ (2.15) \]

Consider the potential function (2.3) we have the relationship as follows 
\[ \left( \partial V_{at}(p_r) / \partial p_r \right)^T = \left( \partial V_{at}(p_r) / \partial (p_r - p_o) \right)^T. \] 
Taking the time derivative of (2.15) along the trajectory of the system (2.14), we obtain:
\[ \dot{V}(t) = (\nabla V_{at}(p_r))^T \dot{x}_1 + x_2^T \dot{x}_2 
= x_2^T (\nabla V_{at}(p_r) + \dot{x}_2) 
= x_2^T (\nabla V_{at}(p_r) - \nabla V_{at}(p_r) - k'_{rv} x_2) 
= -k'_{rv} x_2^T x_2 \leq 0. \] 
\[ (2.16) \]

Equation (2.16) shows that the selected positive definite function \( V \) is a Lyapunov function [95], which guarantees that the system (2.14) is stable at the equilibrium point \((p_r = p_t, v_r = v_t)\).

### 2.3.3 Obstacle avoidance control

#### A. Control algorithm

This sub-section presents the control algorithm for a mobile robot passing through \( M \) obstacles to reach a target. As analyzed above, the obstacle avoidance control algorithm is also proposed as follows:

\[ u_r^o = \sum_{o=1}^{M} \left( f_r^{op}(p_r) + f_r^{r} (p_r) + k_{rv}^o c_r^o (v_r - v_o) \right). \]
\[ (2.17) \]

Where, the relative velocity vector \((v_r - v_o)\) between the robot and its neighbor-obstacle \( o \) is used as a damping term with the damping scaling factor \( k_{rv}^o \). Let \( N_r^o(t) \) be the set of the obstacles in the neighborhood of the robot at time \( t \), such that:

\[ N_r^o(t) = \{ \forall o : \rho(p_r, p_o) = \| p_r - p_o \| \leq r^o, \quad o \in \{ 1, \ldots, M \} \}. \]
\[ (2.18) \]

In (2.18), \( r^o > 0 \) and \( \rho(p_r, p_o) = \| p_r - p_o \| \) are the influence range of obstacle and the Euclidean distance between the robot and the obstacle \( o \), respectively. The scalar \( c_r^o \) is defined as:
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\[ c_o^r = \begin{cases} 
1 & \text{if } o \in N_r^o(t) \\
0 & \text{otherwise.} 
\end{cases} \quad (2.19) \]

The repulsive force field \( f_{\text{rep}}^r \) is created to drive the robot \( i \) away from its neighboring obstacle, see figure 2.5. This force field is designed as follows:

\[
f_{\text{rep}}^r(p_r) = c_o^r \left( \frac{1}{\rho(p_r, p_o)} - \frac{1}{r^\beta} \right) \frac{k_{r1}^o}{\left( \rho(p_r, p_o) \right)^2} - k_{r2}^o \left( \rho(p_r, p_o) - r^\beta \right) n_{\text{rep}}^o. \quad (2.20)
\]

Wherein, the positive factors \( k_{r1}^o, k_{r2}^o \) are used to control the fast obstacle avoidance, and \( n_{\text{rep}}^o = (p_r - p_o) / \| p_r - p_o \| \) is a unit vector from the obstacle to the robot.

Figure 2.5: The description of the repulsive force field \( f_{\text{rep}}^r(p_r) \) surrounding the neighboring obstacle \( o \) of the robot (a), and its magnitude \( \| f_{\text{rep}}^r(p_r) \| \) (b).

In control law (2.17), the rotational force field \( f_{\text{rot}}^r(p_r) \) is added to combine with the repulsive force to drive the robot out of its neighboring obstacle quickly. While the potential force field is used to drive the robot away from its neighboring obstacle, the rotational force field is used to solve the local minimum problems that are still constrained in the potential field method, such as, when robot meets the trapping point, at which the repulsive force of the obstacles and the attractive force of the target are balanced. Under the effect of the added rotational force field, the robot always escapes this trapping point. Furthermore, when the robot is trapped in complex obstacles (for example U-shape or long wall) the rotational vector field will help it to find a new path to escape these obstacles. The direc-
tion of the rotational force can be clockwise or counter-clockwise (see figure 2.6). Hence, this rotational force is built as:

\[ f_{ror}^r(p_r) = w_{ror}^r c_r^o n_{ror}^r. \]  

(2.21)

Wherein, the unit vector \( n_{ror}^r \) is given as:

\[ n_{ror}^r = c_r^o \left( (y_r - y_o)/\rho(p_r, p_o), -(x_r - x_o)/\rho(p_r, p_o) \right). \]  

(2.22)

In this equation, the scalar \( c_r^o \) is used to define the direction for the rotational force: the rotational force is clockwise if \( c_r^o = 1 \), and counter-clockwise if \( c_r^o = -1 \). Let \( \sigma \) be the angle between the unit vector \( n_r^r \) and the vector \( (p_r - p_o) \), we obtain a relationship as follows:

\[ \cos \sigma = c_r^o \left( (x_r - x_o)(y_r - y_o) - (y_r - y_o)(x_r - x_o) \right)/\left( \rho(p_r, p_o) \right)^2 = 0. \]  

(2.23)

Equation (2.23) shows that the unit vector \( n_r^r \) is always perpendicular with the vector \( (p_r - p_o) \). The positive gain factor \( w_{ror}^r > 0 \), which is the magnitude of the rotational force \( f_{ror}^r(p_r) \) acting on the robot, is used as a control element to drive the robot to quickly escape obstacles. Therefore, this control element is designed such that the total force on the robot always has the direction in the selected rotational direction. Now, in order to determine this control element, we let \( f_{ror}^{pol}(p_r) = (x_r^{pol}, y_r^{pol})^T \) be the total force on the robot. We obtain the relationships as follows

\[ \left( x_r^{pol}, y_r^{pol} \right)^T = \left( x_r^{pop} + w_{ror}^r c_r^o \left( y_r - y_o \right)/\rho(p_r, p_o), y_r^{pop} - w_{ror}^r c_r^o \left( x_r - x_o \right)/\rho(p_r, p_o) \right)^T. \]  

(2.24)

Where \( x_r^{pop} = x_r^t + x_r^{pop} \) and \( y_r^{pop} = y_r^t + y_r^{pop} \) are the coordinates of the force \( f_{ror}^{pop}(p_r) = (x_r^{pop}, y_r^{pop})^T \) that is the sum of the attractive force \( f_r^t(p_r) = (x_r^t, y_r^t)^T \) from the target and the repulsive force \( f_{ror}^{rep}(p_r) = (x_r^{rep}, y_r^{rep})^T \) from the obstacle on the robot. \( x_r^{or} = c_r^o (y_r - y_o)/\rho(p_r, p_o) \) and \( y_r^{or} = -c_r^o (x_r - x_o)/\rho(p_r, p_o) \) are the coordinates of the unit vector \( n_r^r \) as proposed in (2.22).
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Let \( \alpha_d = \angle \left( f^{\text{tot}}_r(p_r), \, n^\text{op}_r \right) \) be the desired angle between the total force \( f^{\text{tot}}_r(p_r) \) and the unit vector \( n^\text{op}_r = \left( x^\text{op}_r, \, y^\text{op}_r \right)^T = (\langle x_r - x_o \rangle / \| p_r - p_o \|, \, \langle y_r - y_o \rangle / \| p_r - p_o \|)^T \), see figure 2.7, we have the relationship as

\[
\cos(\alpha_d) = \frac{x^\text{op}_r (x^\text{op}_r + w^\text{or}_r x^\text{or}_n) + y^\text{op}_r (y^\text{op}_r + w^\text{or}_r y^\text{or}_n)}{\sqrt{(x^\text{op}_r + w^\text{or}_r x^\text{or}_n)^2 + (y^\text{op}_r + w^\text{or}_r y^\text{or}_n)^2}}.
\]  

(2.25)

This equation can be rewritten as follows

\[
a \left( w^\text{or}_r \right)^2 + b w^\text{or}_r + c = 0,
\]

(2.26)

Here:

\[
a = \left( \cos(\alpha_d) x^\text{op}_n \right)^2 + \left( \cos(\alpha_d) y^\text{op}_n \right)^2 - \left( x^\text{or}_n x^\text{op}_n + y^\text{or}_n y^\text{op}_n \right)^2,
\]

\[
b = 2 \left( \cos(\alpha_d) \right)^2 \left( x^\text{op}_r x^\text{op}_n + y^\text{op}_r y^\text{op}_n \right) - 2 \left( x^\text{op}_n x^\text{op}_n + y^\text{op}_n y^\text{op}_n \right) \left( x^\text{op}_r x^\text{op}_n + y^\text{op}_r y^\text{op}_n \right),
\]

\[
c = \left( \cos(\alpha_d) x^\text{op}_n \right)^2 + \left( \cos(\alpha_d) y^\text{op}_n \right)^2 - \left( x^\text{op}_n x^\text{op}_n + y^\text{op}_n y^\text{op}_n \right)^2.
\]

The control element \( w^\text{or}_r \) is proposed in Algorithm 2.1.

---

**Algorithm 2.1**: Determination the control element \( w^\text{or}_r \)

The control element \( w^\text{or}_r \) is determined as follows

\[
\text{if } b^2 - 4ac \geq 0 \quad \text{then}
\]

\[
\text{if } \frac{-b + \sqrt{b^2 - 4ac}}{2a} > 0 \quad \text{then}
\]

\[
w^\text{or}_r = \frac{-b + \sqrt{b^2 - 4ac}}{2a}
\]

\[\text{else}
\]

\[
w^\text{or}_r = \frac{-b - \sqrt{b^2 - 4ac}}{2a}
\]

\[\text{end}
\]

\[
\text{else}
\]

\[
w^\text{or}_r = (1 + c_k) \left( \sqrt{(x'_r + x^\text{op}_r)^2 + (y'_r + y^\text{op}_r)^2} + \lambda_c \right)
\]

\[\text{end}\]
In the Algorithm 2.1, the positive factor $\lambda_b$ guarantees that if the sum of the attractive force and the repulsive force on the robot is equal to zero, then the added rotational force is large enough in order to drive the robot quickly escaping the trapped point as described in figure 2.3. The scaling factor $c_k$, which depends on the angle $\alpha$ between the sum vector $f_{\text{rep}}^i(p_i)$ and the unit vector $n^r$ (see figure 2.7), is described as follows:

$$
c_k = \begin{cases} 
c_1, & \text{if } \alpha < \pi/2 \\
c_2, & \text{otherwise.}
\end{cases}
$$

(2.27)

Where, two constants $c_1$ and $c_2$ can be chosen as follows: $-1 < c_1$, $0 < c_2$, and $c_1 < c_2$. Algorithm (2.1) also shows that the robot is driven in the direction of the rotational force $f_r^\alpha(p_i)$ when it meets the obstacle. Hence, it can easily escape the obstacles in order to continue to reach the target, see figure 2.7.

![Figure 2.6: Description of the clockwise rotational force field (a) and the counterclockwise rotational force field (b).](image)

**B. Obstacle avoiding direction**

As introduced in section 2.1, the obstacle avoiding direction for the mobile robot has a great influence on finding the fastest way towards the moving target. The path planning for a mobile robot to track a moving target in an unknown environment is shown in figure 2.7. The robot has to overcome the U-shaped obstacle in order to track the moving target. In an unknown environment, it is very difficult to determine the desired direction of
movement for the robot to easily escape obstacles and simultaneously reach the target quickly. Hence, a positive method to solve this problem is to control the robot to escape obstacles following the direction of the target’s trajectory. This method is built on the geometry, as depicted in figure 2.7 and figure 2.8.

Figure 2.7: The geometric description of the obstacle avoidance and escape for a mobile robot while reaching the target: clockwise (a) and counter-clockwise (b).
Figure 2.8: The geometric description of the obstacle avoiding direction of a mobile robot according to the clockwise direction in case $0 < \beta < \pi / 2$.

In figure 2.8, the points B and C are denoted as the position of the target at time (t) and at time $(t+\Delta t)$, respectively. The positive constant $\Delta t$ is a preselected time-step used to determine the relative position between B and C. Point A is the robot’s position at time (t). The line $f(x,y)=0$ through points A and B (see in [96], [97]) is used as the basis to determine the moving direction of the target. Here $f(x,y)$ is described as follows:

$$f(x,y) = \frac{x-x_A}{x_B-x_A} - \frac{y-y_A}{y_B-y_A}. \tag{2.28}$$

The angle $\beta$ between the vector BA and the unit vector along the coordinate x-axis is used to determine the direction of the relative position vector between B and A. As shown in [96], the constituted line from two points A and B $f(x,y)=0$ will split the coordinate plane xy into two half-planes. One side of this boundary line consists of all points that satisfy the inequality $f(x,y)<0$. Otherwise, all points on the opposite side satisfy the inequality $f(x,y)>0$. In order to know which side of the boundary line $f(x,y)=0$ the target is moving towards, we choose a test point $D=(x_B,y_A)^T$. This test point is used for comparison against the position of the target (point C) at time $(t+\Delta t)$, see figure 2.8. If point C lies on the half-plane containing the test point D then $f(C)f(D)>0$. In contrast, if C and D lie on the different sides of the boundary line $f(x,y)=0$ then $f(C)f(D)<0$. In figure 2.8, the rotational direction $c_r^\sigma$ of the rotational force is depicted in the case $0 < \beta < \pi / 2$. This rotational direction is determined by the moving direction of the target. It is described as follows:

$$c_r^\sigma = \begin{cases} 1 & \text{if } f(C)f(D) < 0 \\ -1 & \text{otherwise} \end{cases}. \tag{2.29}$$

However, in practice the angle $\beta$ can change in the quadrants of the coordinate system xy. Moreover, if the target does not move or the test point D sits on the boundary line $f(x,y)=0$, then $f(C)f(D)=0$. In these situations, the scalar $c_r^\sigma$ can be chosen arbitrary as $c_r^\sigma = 1$ or $c_r^\sigma = -1$. In summary, the obstacle avoiding direction for the robot is proposed in table 2.1.
### 2.4 Simulation results

In this section we test our proposed theoretical results for the target tracking of a mobile robot. For the simulations, we assume that the initial velocities of the robot and the target are set to zero, and the general parameters are listed as follows: \( r^i = 100 \), \( r^\beta = 20 \), \( k_{rp}^i = 3 \), \( k_r^i = 2 \), \( k_{vp}^o = 80 \), \( k_{v^2}^o = 6 \), \( c_1 = 0.7 \), \( c_2 = 3 \), \( \lambda = 2 \).

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( f(C)f(D) )</th>
<th>( c_r^{or} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 \leq \beta &lt; \pi / 2 )</td>
<td>( f(C)f(D) \leq 0 )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( f(C)f(D) &gt; 0 )</td>
<td>-1</td>
</tr>
<tr>
<td>( \pi / 2 \leq \beta &lt; \pi )</td>
<td>( f(C)f(D) \geq 0 )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( f(C)f(D) &lt; 0 )</td>
<td>-1</td>
</tr>
<tr>
<td>( \pi \leq \beta &lt; 3\pi / 2 )</td>
<td>( f(C)f(D) \leq 0 )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( f(C)f(D) &gt; 0 )</td>
<td>-1</td>
</tr>
<tr>
<td>( 3\pi / 2 \leq \beta &lt; 2\pi )</td>
<td>( f(C)f(D) \geq 0 )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( f(C)f(D) &lt; 0 )</td>
<td>-1</td>
</tr>
</tbody>
</table>

#### 2.4.1 The target tracking in a free environment

In this sub-section, we test the control algorithms for a mobile robot tracking a moving target in a free environment, in which no obstacle exists. The parameters for this simulation are given as follows: The initial position of the robot is set at the position \( p_r = (50, 200)^T \), and the target moves along the trajectory \( p_t = (0.7t + 200, -0.5t + 800)^T \).

The results of the simulations in figure 2.9, figure 2.10 and figure 2.11 show that the target tracking of a mobile robot is successful, the robot approaches the position of the target very well. At the initial time, the position of the robot is far from the target, but after a period of circa 400s the robot can catch up the moving target and then continue to track this moving target. The trajectory of the robot is always to follow up the trajectory of the target with very small error (the position error between the robot and the target, see figure 2.10). Moreover, the state of the robot \((p_r, v_r)\) as described in (2.9) always converges to the equilibrium state, at which \( p_r = p_t \) and \( v_r = v_t \), see figure 2.10 and figure 2.11. These simulation results confirm the theory stated in Theorem 2.1.
Figure 2.9: A mobile robot tracks a moving target in free environment.

Figure 2.10: Tracking error between the mobile robot and the moving target.
2.4 Simulation results

2.4.2 The target tracking under the influence of the obstacles

In this sub-section, we test the control algorithms for a mobile robot reaching a target in an environment, in which there are the obstacles. For this simulation, we assume that the obstacles of the environment are stationary, and their position and shape (U-shape and long wall) are also determined.

Case 1. Consider a stationary target.

First of all, the obstacle avoidance control algorithm is tested when the target is stationary. The parameters for this simulation are specified as follows: The position of the target is set at the position $p_t = (100, 450)^T$, and the initial position of the robot is set at the position $p_r = (50, 450)^T$.

The result of the simulation in figure 2.12 shows that the robot is trapped in the U-shape obstacle while reaching the target when we use only the repulsive potential field in the obstacle avoidance controller. In this situation, the attractive force of the target and the sum of the repulsive forces from the obstacles at the local minimum point are equal and collinear but on the opposite direction. Hence, the total force on the robot is equal to zero, and the motion of the robot is stopped before the robot can approach the target position.
Figure 2.12: Path planning for a mobile robot reaching a stationary target in a dynamic environment using only the repulsive potential field in the obstacle avoidance controller. The motion of the robot is stopped before the robot can approach the target position.

Figure 2.13: Path planning for a mobile robot reaching a stationary target in a stationary environment using the clockwise rotational vector field combined with the repulsive potential field in the obstacle avoidance controller.
In contrast, the result of the simulation in figure 2.12 shows that using the blended force field, which consists of the rotational vector field (in this simulation the clockwise rotational vector field is applied) combined with the repulsive potential field in the obstacle avoidance controller, the local minimum problem as shown in figure 2.12 is solved. This blended force field drove the robot to get out the U-shape obstacle when it is trapped in this U-shape obstacle. In other words, the obstacle avoidance of a mobile robot is successful without the collisions with these obstacles. The robot easily escaped the trapping point at which the sum of the repulsive forces of the obstacles and the attractive force of the target are balanced as shown in figure 2.12. Then, it followed the direction of the clockwise rotational force around the obstacles to find a path to exit these obstacles. After the robot overcame the obstacles, it continued to move towards the target, see figure 2.13.

**Case 2. Consider a moving target.**

In this case, the obstacle avoidance control algorithm is tested when the target is dynamic. The parameters for this simulation are specified as follows: The target moves along the trajectory \( p_t = (0.1t + 200, -0.4t + 800)^T \), and the initial position of the robot is also set at the position \( p_r = (50, 450)^T \).

![Figure 2.14: Path planning for a mobile robot to track a moving target in a stationary environment using the rotational vector field combined with the repulsive potential field in the obstacle avoidance controller.](image)
The result of the simulation in figure 2.14 shows the intelligence of a mobile robot while pursuing a moving target. When this robot detects the obstacle it changes its moving direction to avoid collision with this obstacle and searches the new path to chase the target simultaneously. Figure 2.14 also shows that the obstacle avoidance of a mobile robot according the moving direction of the target is successful. The movement direction of the robot is driven towards the left of the U-shape and the wall-shape obstacles by the counter-clockwise rotational force field from these obstacles. Hence, this mobile robot can easily and quickly escape the U-shaped and the wall-shape obstacles in order to move towards the target without collisions.

2.5 Summary

This chapter has presented an approach to path planning for a mobile to reach a target in a dynamic environment based on the combination of the traditional potential fields and the rotational vector field. In this approach, the artificial attractive force field from the target is used to drive the robot towards the target position. The repulsive force field surrounding the obstacles is used to drive the robot away from the obstacles, while the rotational force field is added surrounding the obstacles to help the robot to quickly escape the balance point at which the sum of the attractive force from the target and the repulsive forces from the obstacles is equal to zero. Especially, in case the robot is trapped in complex obstacles, such as U-shaped obstacles, this added rotational vector field also plays an important role in helping the robot to find a new path to escape these obstacles. The obstacle avoiding direction for the mobile robot is designed to be in the moving direction of the target, such that the robot can easily escape the obstacles and find the fastest path towards the target. The results of the simulations have shown that, under the effect of the blended force field, an autonomous robot can easily find a path to reach a target in a dynamic environment.

The development of this proposed approach to path planning for the formation of a swarm of multi robots to track a moving target in a dynamic environment, as an interesting research topic, will be examined in the next chapters.
3 Formation Control Following Desired Formations

3.1 Introduction

This chapter presents a method for formation control of the autonomous robots following the desired formations while tracking a moving target under the influence of the dynamic environment. This method is built and developed based on the artificial potential field method. Formation-shape control of the autonomous robots has been one of the positive research directions in robotics control. This interesting research direction has attracted the attention from researchers in recent years. Some of the typical researches focusing on the topic include: “Formation control following a dynamic framework” is presented in [85] - [87], “Formation control following dynamic region” is published in [88], [89]. In these approaches, all robots in the group move together inside a given framework or region. They stay within a moving region and are able to adjust the formation by rotating and scaling during movement together. This method does not require specific orders or positions of the robots inside the given region. Each robot’s motion depends on the motion of its neighbors and framework or region. Furthermore, formation control of the autonomous robots following desired shapes has also been a positive research direction, however it is still limited. In this approach, robots are controlled to achieve the given positions in the desired shape [90] - [92].

In this chapter, this formation control following the desired formation is developed and applied for the formations in practice, such as collinear, V-shape or circular shape formation, see figure 3.2. In our approach, the desired formation (collinear, V-shape or circular shape formation) with the constant distances between neighboring virtual nodes is firstly generated based on the relative position between the leader and the target. Then, robots are independently controlled by the attractive potential field from the virtual nodes in the desired formation. Moreover, the designed virtual nodes in the desired formation guarantee that the neighboring robots do not interact with each other. Hence, robots can easily converge to these virtual nodes under the velocity matching without collisions. The leader is randomly chosen from a member robot which is closest to the target. This leader plays an important role to create and lead its formation moving towards the target in a stable direction. Hence, in many undesired cases, such as the leader is broken or trapped in the obstacles (for example U-shape obstacle) one new leader is replaced in order to continue to lead the swarm tracking the target. Furthermore, the motion of the robots to the desired positions in the desired formations is controlled by the artificial force fields, which
consist of local and global potential fields surrounding the virtual nodes. Under the effect of these artificial force fields, robots will automatically find their desired position at the virtual nodes in the desired formation. Additionally, the local repulsive force field surrounding each robot is used to avoid the collision with each other. Moreover, using the repulsive vector field combined with the rotational vector field in the obstacle avoiding controller, robots can easily escape the obstacles while tracking a moving target. The control architecture for each autonomous robot is depicted in figure 3.1.

Figure 3.1: Illustration of the architecture for formation control of autonomous robots following desired formation.

Figure 3.2: The V-shape flying formation of birds (a) (Source: http://www.grahamow-engallery.com/photography/geese.html), and the collinear flying formation of aircraft (b) (Source: http://avioners.net/2013/03/breitling-acrobatics-team-using-l-39.html).
3.1 Introduction

The main contributions of this chapter are as follows:

- “Formation adaptation while tracking a moving target” is presented in section 3.4. In this content, we consider an approach for the adaptive formation control of autonomous robots following desired shapes under the influence of the environment, such as noises, obstacles, etc. In this approach, the V-shape and circle-shape formation are used as the desired formations. Firstly, the V-shape formation is used to track a moving target in the global potential field from the target. As analyzed in literatures [4]-[7], the V-shape formation of birds (for example the formation flight of the Canada geese during migration, see figure 3.2a) has a lot of advantages, such as energy savings during flight. The research results in these published literatures indicated that the members in the V-shape formation realized up to 51% in energy savings over solo flight. Moreover, by flying in V-shape formation the members in the formation can easily communicate with each other, etc. Additionally, the circular shape formation with its advantages, such as, the members in the formation can easily cooperate with each other in tasks for example the encirclement, surveillance of the target [93], [94], is used to approach the target in the local potential field surrounding the target.

- “Direction control for collinear formation” is presented in section 3.5. In this content, we consider an approach to control autonomous robots to achieve a desired collinear formation during movement towards the target position. As presented in [91], the collinear formation has a lot of advantages, such as the members in the formation can easily cooperate to each other in tasks for example the observation, monitoring and tracking the targets, see figure 3.2b. In this approach, one robot, which has the closest distance to the target, is firstly selected as the leader of the swarm. The desired formation is built based on the relative position between this leader and the target. Secondly, the trajectory of the remaining robots towards the desired positions in the desired formation is driven by the artificial force fields. These force fields consist of the local and global attractive potential fields surrounding each virtual node in the desired formation. Furthermore, an orientation controller is added in order to guarantee that the desired formation is always headed in the invariant direction to the target position. In addition, the local repulsive force fields around each robot and obstacle are employed in order to avoid collisions during movement. The stability of a swarm following a desired collinear formation in invariant direction towards the target position is verified in simulations.
The remaining sections of this chapter are organized as follows: the problem formulation is presented in the section 3.2. Section 3.3 presents the method in order to build the desired formations. In section 3.4, the formation adaptation control algorithm for a swarm while tracking a moving target is presented. The direction control for a collinear formation is discussed in section 3.5.

### 3.2 Problem formulation

In this section, we consider a swarm of \(N\) robots that has the mission to track, encircle a moving target in two-dimensional space. Let \(p_i=(x_i, y_i)^T\), \(v_i=(v_{ix}, v_{iy})^T\) be the position, velocity vector of the robot \(i\) \((i=1,2,\ldots,N)\), respectively. The dynamic model of the robot \(i\) is described as:

\[
\begin{align*}
\dot{p}_i &= v_i, \\
\dot{v}_i &= u_i, \quad i = 1, \ldots, N.
\end{align*}
\]

As introduced above, the aim of this chapter is to control the formation of autonomous robots following desired formations that are generated based on the relative position between the leader and the target. While tracking the moving target, robots must avoid the collisions with each other, avoid the obstacles, and their formation must be maintained and kept stable under the influence of the environment. Hence, in order to solve these conditions we propose the control input \(u_i\) for each robot as:

\[
u_i = \begin{cases} 
  u_l^i + u_o^i, & \text{if robot } i \text{ is the leader } l; \ i, l = 1, \ldots, N \\
  u_l^i + u_o^i + u_c^i, & \text{otherwise.}
\end{cases} \tag{3.2}
\]

Where, the first controller \(u_l^i\) is used to control the formation connection. The second controller \(u_o^i\) is used to drive robots avoiding obstacles. The controller \(u_c^i\) is added to help robots avoid the collision during movement. Using the tracking controller \(u_l^i\) the leader can easily drive its swarm towards the target. Now, in order to design these controllers, firstly, we have some definitions and remarks as follows:

**Definition 3.1.** The desired collinear formation is the locus of all virtual nodes that lie on a line and equidistant to each other.
Definition 3.2. The desired V-shape formation is a formation that is linked by two linear formations. These line formations are driven by a selected leader, and connected by a formation angle $\phi$. In each line formation, the virtual nodes are equidistant to each other.

Definition 3.3. The desired circular shape formation is the locus of all virtual nodes that are equidistant to each other and equidistant from the target.

Definition 3.4. Robot $i$ ($i=1,2,...,N; p_i=(x_i, y_i)^T; v_i=(v_{ix}, v_{iy})^T$) is called an active robot at time $t$ if the distance from it to the virtual node $j$ ($j=1,2,...,N$) of the desired formation is smaller than the radius of the active circle surrounding each virtual node ($d_i < r_a = d/2 - \lambda_a$, $\lambda_a$ is a positive constant), see figure 3.3. Otherwise, it is a free robot.

Definition 3.5. Virtual node $j$ ($j=1,2,...,N; q_j=(x_j, y_j)^T; v_j=(v_{jx}, v_{jy})^T$) of the desired formation is active if there is a robot $i$ ($i=1,2,...,N$) in the active circle of this virtual node. In contrast, it is free.

Definition 3.6. Desired position for each robot $i$ in the desired formation is a virtual node $j$ at which $\lim_{t \to \infty} (p_i(t) - q_j(t)) = 0$, and the virtual node ($j-1$) is also active.

Remark 3.1. Consider a desired formation (V-shape or circular shape formation) of $N$ virtual nodes as shown in figure 3.3. Each robot must find an desired position in this desired formation. Firstly, each free robot $i$ will pursue the closest free virtual node $j$ in order to be active at this virtual node. If the position of this active robot at the active node $j$ is still not desired (for example robot $k$ ($k=1,2,...,N$, $k \neq l$ in figure 3.3), then this active robot will automatically move into the virtual nodes ($j-1$) until it achieves an desired position in the desired formation.

Remark 3.2. The motion of the formation depends on the relative position between the leader and the target. At initial time, one robot, which is closest to the target, is chosen as the leader, and then it is saved to lead its formation towards the target. During the movement, if this leader encounters any risk, such as it is broken or hindered by the environment, then a new leader is replaced. This new leader will reorganize the formation and continue to lead the new formation tracking the target.
3.3 Building desired formations

This section presents methods in order to build the desired formations (Collinear, V-shape and circular formation) based on the relative position between the target and the leader combined with the coordinate system rotation and translation. Assume that the leader’s position and the target’s position are located at the positions $p_l = (x_l, y_l)^T$, $p_t = (x_t, y_t)^T$, respectively. The relative position vector between the leader and the target is $(p_l - p_t) = (x_l - x_t, y_l - y_t)^T$, and the distance between them is determined as $d_i = \sqrt{(x_l - x_t)^2 + (y_l - y_t)^2}$. 
3.3 Building desired formations

3.3.1 Collinear desired formation

In order to build the collinear desired formation including the virtual nodes \( j (j=1, 2, \ldots, N; \mathbf{v}_j = (v_{jx}, v_{yx})^T) \), which are equidistant from each other with the constant distance \( d \), and deviating from the vector \((p_l - p_1)\) at desired angle \( \delta_1 \), one base node \( q_\mu = (x_\mu , y_\mu )^T \) is firstly generated with the distance \( d_\mu = \| q_\mu - p_1 \| \), and \( \delta_\mu = \angle(q_\mu - p_l), (p_l - p_1) \), see figure 3.4.

As depicted in figure 3.4, the coordinates of the base node \( q_\mu \) on the coordinate system \( x'y' \) \((x'_\mu , y'_\mu )^T\) are determined as follows:

\[
\begin{pmatrix}
    x'_\mu \\
    y'_\mu 
\end{pmatrix} = \| q_\mu - p_l \| \begin{pmatrix}
    \cos \delta_\mu \\
    \sin \delta_\mu
\end{pmatrix} .
\] (3.3)

By rotating and translating equation (3.3) according to coordinate systems \( x'y'y' \) and \( xy \), see [96], [97], we obtain the position of the desired node \( q_\mu \) on the coordinate system \( xy \) as follows:

\[ q_\mu = R_{\mu} q_\mu' + p_l . \] (3.4)

The rotational matrix \( R \), which depends on the rotational angle theta \( \theta \), is determined as follows:

\[
R = \begin{cases} 
\begin{pmatrix}
    \cos \theta & -\sin \theta \\
    \sin \theta & \cos \theta
\end{pmatrix} & \text{if } \theta \text{ rotates clockwise}, \\
\begin{pmatrix}
    \cos \theta & \sin \theta \\
    -\sin \theta & \cos \theta
\end{pmatrix} & \text{otherwise}.
\end{cases} \] (3.5)

From the base node \( q_\mu \) and the leader we obtain a unit vector along the line connecting from \( q_\mu \) to \( p_l \) as \( n_{\mu l} = (p_l - q_\mu) / \| p_l - q_\mu \| \), see figure 3.4. Now, a virtual node \( j (d_j = jd ; \mathbf{v}_j = (v_{jx}, v_{yx})^T ; j=1, 2, \ldots, N) \) is determined by the unit vector \( n_{\mu l} \) as follows:

\[ (q_j - p_l) = jdn_{\mu l} . \] (3.6)

Substitute \( n_{\mu l} = (p_l - p_\mu) / \| p_l - p_\mu \| \) into equation (3.6) we obtain:

\[ q_j = (j + 1) p_l - jq_\mu . \] (3.7)
Equation (3.7) can be rewritten as follows:

\[
\begin{bmatrix}
    x_j \\
    y_j
\end{bmatrix} = \begin{bmatrix}
    (1+j)x_l \\
    (1+j)y_l
\end{bmatrix} - \begin{bmatrix}
    jx_\mu \\
    jy_\mu
\end{bmatrix}.
\]  

(3.8)

Equation (3.8) shows that when \( j \) changes from \( j=1 \) to \( j=N \) we get the formation of the \( N \) virtual nodes, which lie on a line through \( p_l \) and \( q_\mu \), and are equally spaced see figure 3.4. However, in this solution, the leader always has the outer position of the formation, so this situation is suitable for the row formation. For the parallel formation, the leader is positioned as the center of the formation, so the algorithm to generate desired formation is redesigned as follows:

\[
q_j = \begin{cases}
    jp_l - (j-1)q_d, & \text{if } j \leq N/2 + 1 \\
    (1-\xi)p_l + \xi q_d, & \text{Otherwise},
\end{cases}
\]  

(3.9)

where \( \xi \) is described as \( \xi = j - \text{floor}(N/2) - 1 \). Using this algorithm, the virtual nodes will be evenly distributed to both sides of the leader as depicted in figure 3.5.

Figure 3.4: The description of the method to build the collinear desired formation.
3.3 Building desired formations

3.3.2 V-shape desired formation

As presented in definition 2, the desired V-shape formation is generated by two linear formations. These linear formations use a leader together and are connected by a formation angle $\phi(t)$. In the linear formations, the virtual nodes are equidistant from each other. Therefore, in order to build the V-shape desired formation we firstly use equation (3.7) to create the right side of this desired V-shape formation, see figure 3.6. Similarly, the virtual nodes $j$ on the left side of the desired V-shape formation is also designed based on the desired formation angle $\phi_d$ and the relative position between the leader and the target as

$$ (q_j - p_l) = jdn_{\eta} .$$

(3.10)

Wherein, the unit vector $n_\eta$ is calculated as $n_\eta = (q_\eta - p_l) / \|q_\eta - p_l\|$. Substituting this unit vector into (3.10) we obtain as follows:

$$ q_j = (1-j)p_l + jq_\eta .$$

(3.11)

In Equation (3.11), $q_\eta$ is the position of the base node on the line deviates with the line through the leader and the target an angle $(\pi - \delta_d)$, see figure 3.6. This base node is determined similarly to equation (3.4) as follows:

$$ q_\eta = p_l + Rd_\eta .$$

(3.12)

Using equation (3.12), we obtain the formation of the virtual nodes $j (j = 1, 2, \ldots, N)$ that lie on the line through $p_l$ and $q_\eta$ and are equally spaced (the left side of the V-shape desired formation), see figure 3.6.

Figure 3.5: The description of the distributed virtual nodes $j (j=1,2,\ldots,N)$ in the collinear desired formation.
Finally, the algorithm to generate the desired V-shape formation of the virtual nodes \( j (j=1,2...N) \) is proposed as:

\[
q_j = \begin{cases} 
(I + \xi_1)p_l - \xi_1q_\mu, & \text{if } j \leq N/2 + 1 \\
(I - \xi_2)p_l + \xi_2q_\eta, & \text{otherwise.}
\end{cases}
\]  

(3.13)

Where, \( \xi_1 = j - 1 \) and \( \xi_2 = j - 1 - \text{floor}(N/2) \) are the positive constants. Using equation (3.13), the virtual nodes \( j (j=1,2...N) \) will be evenly distributed to both sides of the leader. Hence, we obtain a V-shape formation owning these desired virtual nodes and a constant formation angle \( \varphi_d = 2\delta_d \) as depicted in figure 3.7.

Figure 3.6: The description of the method to build the V-shape desired formation.
In some real cases, such as under the influence of the environment (noises, wind, obstacle avoidance, etc.), the formation angle needs to change in order to adapt to the effect of this environment. Thus, generally, we propose the formation angle as follows:

\[ \phi(t) = \phi_d + \varepsilon_1 \phi(t). \] (3.14)

In this equation, \( \varepsilon_1 \) is a positive factor, and \( \phi(t) \) is used as a sensing function that decides the formation angle \( \phi(t) \). However, this formation angle \( \phi(t) \) must guarantee that there are no collisions among the members in the formation. In other words, it depends on the repulsive radius around each robot. Hence, the smallest formation angle is computed as \( \phi_{\text{min}} = \arccos \left( 1 - \frac{r^2}{2d^2} \right) \).

### 3.3.3 Circular desired formation

As presented above, the circular desired formation is used to encircle the moving target when the distance between the leader and the target is shorter than the target approaching radius \( d_l' = \|p_l - p_t\| \leq r' \). Hence, this desired formation is designed based on the relative position between the target and the leader as in figure 3.8. The position of the virtual node \( j \) \((j=1,2,..,N)\) on the circle that has the central point at the target’s position \( p_t \) and the radius \( d_l' = \|p_l - p_t\| \) is computed as follows:
In equation (3.15), the rotation matrix $R$ is determined similarly to equations (3.5). The position of the virtual node $j$ on the coordinate system $x'y'$ ($q_j' = (x_j', y_j')^T$) is computed as follows:

$$
\begin{bmatrix}
  x_j' \\
  y_j'
\end{bmatrix} =
\begin{bmatrix}
  d_j' \\
  \sin(2\pi j/N)
\end{bmatrix}, \quad j = 1, 2, \ldots, N.
$$

(3.16)

Substitute equation (3.16) into (3.15) and let the virtual node that is being owned by the leader be the first position in the circular desired formation, we have the circular formation of the virtual nodes $j$ as follows:

$$
\begin{bmatrix}
  x_j \\
  y_j
\end{bmatrix} =
\begin{bmatrix}
  x_i \\
  y_i
\end{bmatrix} + Rd_i\begin{bmatrix}
  \cos(2\pi \zeta/N) \\
  \sin(2\pi \zeta/N)
\end{bmatrix}, \quad j = 1, 2, \ldots, N; \zeta = j - 1.
$$

(3.17)

Equation (3.17) shows that the distributed virtual nodes $j$ ($j=1, 2, \ldots, N$) on the circular desired formation are equidistant from each other, and the distance from them to the target is $d_i = \|p_i - p_t\|$, see figure 3.9. However, in order to avoid the collision between the active neighboring members, the distance $d_i$ must satisfy $r_{\text{min}}^\tau \leq d_i$, here $r_{\text{min}}^\tau = r_c/\sqrt{2}\sin(4\pi/N)$ is the allowed minimum radius of the desired circular shape formation.

![Figure 3.8: The description of the method to build the circular desired formation.](image-url)
3.4 Formation adaptation while tracking a moving target

This section presents an approach for the adaptive formation control of autonomous robots following the given desired shapes (V-shape or circular shape) under the influence of the environment, such as noises, obstacles, etc. Firstly, the proposed control algorithms have to guarantee that: The motion of robots always converges to the created virtual nodes in the desired formation under the effects of the dynamic environment. While tracking the moving target, the stability of the formation must be maintained, and there are no collisions among members. Additionally, robots must also automatically escape the obstacles in order to continue to track the moving target with their swarm. Secondly, the adaptation of formation is decided by the target position sense of the leader. Finally, simulation results are provided to verify the effectiveness of the proposed algorithms.

3.4.1 Formation connection control algorithm

A. No influence of the noises

Firstly, surrounding the virtual nodes \( j = 1, 2, \ldots, N \) of the desired formation, the attractive force fields are created to drive the free robots towards the desired positions in the desired formation. Then, these free robots will occupy these desired positions, and become the active robots. The tracking task is to make the distance \( d^j_0 = \| p_i - q_j \| \) approach to zero as fast as possible. This means that \( \lim \limits_{t \to \infty} (p_i(t) - q_j(t)) = 0 \) and \( \lim \limits_{t \to \infty} (v_i(t) - v_j(t)) = 0 \).
Based on the above analyze, the formation control law for formation connection is proposed as in Algorithm 1. Where, $k_{q1}^j, k_{q2}^j, k_{q3}^j, k_{p}^j$, $(p_i - q_j)$ and $(v_i - v_j)$ are the positive gain factors, the relative position vector, the relative velocity vector between the robot $i$ and the virtual node $j$, respectively. In this algorithm, we use two potential fields $f_{1i}^j = -k_{q3}^j (p_i - q_j)/\|p_i - q_j\|$ and $f_{2i}^j = -k_{q1}^j (p_i - q_j)$ as the artificial attractive forces. The constant potential field $f_{1i}^j$ is used to drive the free robots towards the desired formation, while the linear potential field $f_{2i}^j$ is used to control the active robots approaching to the
virtual nodes of the desired formation. Additionally, the component $-k_{ij}^v(v_i-v_j)$ is also utilized as the damping term. Therefore, using the desired position finding algorithm (Algorithm 3.1) robots can quickly approach their desired position at the virtual nodes in the desired formation.

**Theorem 3.1.** Consider the active robot $i$ with its dynamic model (3.1) and control input $u_i^j$ given in Algorithm 3.1 at the active node $j$ in the desired formation. If the velocity of the node $j$ is smaller than the maximum velocity of the robot $i$, and the node $j-1$ is also active, then the system (3.1) will be stable at the equilibrium point, at which $p_i = q_j$ and $v_i = v_j$ for all $i$ and $j$.

**Proof of theorem 3.1**

In order to analyze the stability of the robot $i$ at the active node $j$ when the node $j-1$ is also active, we rewrite the control law $u_i^j$ as follow:

$$u_i^j = f_{2i}^j-k_{ij}^v(v_i-v_j)+v_j. \quad (3.18)$$

Consider the vector field $f_{2i}^j = -k_{ij}^q(p_i-q_j) = (P_i, Q_i, 0)^T$, here $P_i = -k_{ij}^q(x_i-x_j)$, $Q_i = -k_{ij}^q(y_i-y_j)$, and $Z_i = 0$. According to [96], [97], we obtain:

$$\text{curl} (f_{2i}^j) = \left(\frac{\partial Z_i}{\partial y_j} - \frac{\partial Q_i}{\partial z_j}, \frac{\partial P_i}{\partial z_j} - \frac{\partial Z_i}{\partial x_i}, \frac{\partial Q_i}{\partial x_i} - \frac{\partial P_i}{\partial y_j}\right) = (0, 0, 0).$$

Equation (3.19) shows that the vector field $f_{2i}^j$ is irrotational. Now, we consider the scale function as follows:

$$V_i^j = \frac{1}{2} k_{ij}^q \left( p_i - q_j \right)^T \left( p_i - q_j \right).$$

Taking the negative gradient of the function $V_i^j$ we obtain:

$$-\nabla V_i^j = -\nabla \left( \frac{1}{2} k_{ij}^q \left( p_i - q_j \right)^T \left( p_i - q_j \right) \right)$$

$$= -\nabla \left( \frac{1}{2} k_{ij}^q \left( (x_i-x_j)^2 + (y_i-y_j)^2 \right) \right) \quad (3.21)$$
\[
\mathbf{f}_i = \begin{pmatrix}
-\frac{1}{2} k_{p,i} \frac{\partial}{\partial x_i} \left( (x_i - x_j)^2 + (y_i - y_j)^2 \right) \\
-\frac{1}{2} k_{p,i} \frac{\partial}{\partial y_i} \left( (x_i - x_j)^2 + (y_i - y_j)^2 \right)
\end{pmatrix}^T
\]

\[
\mathbf{f}_i = \begin{pmatrix}
-k_{p,i} (x_i - x_j) \\
-k_{p,i} (y_i - y_j)
\end{pmatrix}^T
\]

\[
= -k_{p,i} (p_i - q_j) = f_{i,j}.
\]

So, (3.19) and (3.21) show that the vector field \( f_{i,j} \) is a potential field, and its potential function is \( V_{i,j} \).

Let \( x_i = p_i - q_j, x_2 = v_i - v_j \) be the relative position and velocity of the robot \( i \) and node \( j \). We have the error dynamic model of the system as follows:

\[
\begin{align*}
\dot{x}_i &= x_2 \\
\dot{x}_2 &= u_i - \dot{v}_j, \quad i, j = 1, 2, \ldots, N.
\end{align*}
\]

(3.22)

Substitute \( u_i \) in (3.18) into (3.22) we obtain the error dynamic model as:

\[
\begin{align*}
\dot{x}_i &= x_2 \\
\dot{x}_2 &= -\nabla V_{i,j} - k_{p,i} (v_i - v_j).
\end{align*}
\]

(3.23)

To analyze the stability of model (3.23) at the equilibrium position \( (p_i - q_j = 0, v_i - v_j = 0) \), the positive definite function is selected as follows:

\[
V_{i,j} = V_{i,j} + \frac{1}{2} x_2^T x_2.
\]

(3.24)

Consider the potential function (3.20) we have the relationship as follows \( \left( \frac{\partial V_{i,j}}{\partial p_i} \right)^T = \left( \frac{\partial V_{i,j}}{\partial (p_i - q_j)} \right)^T \). Taking the time derivative of (3.24) along the trajectory of the system (3.23), we obtain:

\[
\dot{V}_{i,j} (t) = (\nabla V_{i,j})^T \dot{x}_i + x_2^T \dot{x}_2 = x_2^T (\nabla V_{i,j} + \dot{x}_2)
\]

\[
= x_2^T (\nabla V_{i,j} - \nabla V_{i,j} - k_{p,i} x_2)
\]

(3.25)

\[
= -k_{p,i} x_2^T x_2 \leq 0.
\]
3.4 Formation adaptation while tracking a moving target

Equation (3.25) shows that the selected positive definite function $V_f$ is a Lyapunov function [95], which guarantees that the system (3.22) is stable at the equilibrium point $(p_l = q_j, v_i = v_j)$.

![Diagram of formation adaptation](image)

Figure 3.10: The description of the velocity of the node $j$ under the influence of the leader’s velocity $v_l$ and the angular velocity $\delta(t)$.

Now, in order to allow the robot $i$ to approach to the node $j$ as fast as possible, we use the attractive force from the node $j$ proportional with its velocity. This means that factor $k_{ip}^j$ in Algorithm 1 depends on the velocity $v_j$. This factor is given as

$$k_{ip}^j = k_{ip}^j + \varepsilon_2 \| v_j \|. \quad (3.26)$$

In equation (3.26), $k_{ip}^j$, $\varepsilon_2$ are the positive constants. Moreover, while tracking a moving target, the velocity of the node $j$ is also dependent on the velocity of the leader $v_l$ and the formation angle $\phi(t)$ (see figure 3.10). This relation is calculated as

$$v_j = v_l + v_{\phi} \quad (3.27)$$

In this equation, $v_{\phi}$ is the robot’s velocity when the formation angle $\phi(t)$ changes, and it is computed as follows:

$$v_{\phi} = \hat{\delta}(t) d_j \hat{n}_j, \quad (3.28)$$
Where, the angular velocity of the formation angle $\phi(t)/2$ is $\dot{\phi}(t) = \partial(\phi(t)/2)/\partial t$. The distance between the leader and the node $j$ is $d_j' = \|q_j - p_j\|$. The unit vector $\hat{n}_j$, which is perpendicular with the vector $(q_j - p_j)$, is given as:

$$\hat{n}_j = \hat{c}_i \left( -(y_j - y_i)/d_j', \quad (x_j - x_i)/d_j' \right)^T. \tag{3.29}$$

Where, the scalar $\hat{c}_i$ is dependent on the rotational direction of the formation angle. Consider the robots on the left side of the V-shape formation (see Fig.7), the scalar $\hat{c}_i$ is defined as:

$$\hat{c}_i = \begin{cases} 1 & \text{if } \phi(t) < \phi_d \\ -1 & \text{otherwise.} \end{cases} \tag{3.30}$$

Similarly, for the robots on the right side of the V-shape formation the scalar $\hat{c}_i$ is also defined as:

$$\hat{c}_i = \begin{cases} 1 & \text{if } \phi(t) > \phi_d \\ -1 & \text{otherwise.} \end{cases} \tag{3.31}$$

B. Influence of the noises

To consider the stability of the formation under the influence of the noises, which cause the position errors between the robot $i$ and the virtual node $j$, we assume that the estimates of the position and the velocity of the robot $i$ are: $\hat{p}_i = p_i + z_{pi}$ and $\hat{v}_i = v_i + z_{vi}$, where $z_{pi}$ and $z_{vi}$ are the position and velocity measurement errors of the robot $i$, respectively. Similarly, the estimates of the position and the velocity of the virtual node $j$ are also defined as: $\hat{q}_j = q_j + z_{qj}$ and $\hat{v}_j = v_j + z_{vj}$, where $z_{qj}$ and $z_{vj}$ are the position and velocity noises of the node $j$, respectively. Now, we propose the new control law for the robot $i$ at the active node $j$ in noisy environment as:

$$u_i^j = -\hat{k}_{qj}^i(\hat{p}_i - \hat{q}_j) - \hat{k}_{vi}^i(\hat{v}_i - \hat{v}_j) + \hat{v}_j + z_{vj}. \tag{3.32}$$

Where $\hat{k}_{qj}^i = k_{qj}^i + \varepsilon \|\hat{v}_j\|$ and $\hat{k}_{vi}^i$ are the positive factors. Let $\hat{x}_i = \hat{p}_i - \hat{q}_j = p_i - q_j + z_{pj}$ and $\hat{x}_2 = \hat{v}_i - \hat{v}_j = v_i - v_j + z_{vj}$ be the relative position and velocity of the robot $i$ and node $j$ in noisy environment, here $z_{qij} = z_{qj} - z_{vj}$ and $z_{pj} = z_{pi} - z_{qj}$. We have the error dynamic of the system as:
\[ \dot{x}_1 = \dot{x}_2 \]
\[ \dot{x}_2 = \dot{v}_j - \dot{v}_j + z_{ij}. \]  

(3.33)

However, in order to guarantee that the active neighboring robots while moving in a formation do not repel, the noise \( z_{pi} \) must satisfy \( \|z_{pi}\| < r_{ni} \), here \( r_{ni} \) is a noise radius. This noise radius can be selected as depicted in figure 3.11a, such that \( r_{ni} = \lambda / 2 \), here the positive constant \( \lambda = d - r_r \) as shown in figure 3.11a. Moreover, the noise’s amplitude must also guarantee that robots do not collide to each other during movement. Thus, we can choose another noise radius \( r_{n2} = \lambda' / 2 \), see figure 3.11b, here \( \lambda' > 0 \) is a region used to detect the collision among robots. Finally, in order to solve both above conditions the noise \( z_{pi} \) has to satisfy \( \|z_{pi}\| < \min (r_{ni}, r_{n2}) \).

![Figure 3.11](image)

Figure 3.11: Description the noise’s boundary guarantees that there is no effect to each other between two active neighboring robots \( i \) and \( k \) (a), and there is no collision between robots \( i \) and \( k \) (b). Where \( d^k_i \) and \( \hat{d}^k_i \) are the actual distance and the estimate distance between robots, respectively.

**Proposition 3.1.** Consider the active robot \( i \) with its dynamic model (3.1) and control input \( u^j_i \) given as (3.32) at the active node \( j \) of the desired formation in noisy environment. If the velocity of the node \( j \) is smaller than the maximum velocity of the robot \( i \), and the node \( j-1 \) is also active, and the noise is bounded by \( \|z_{pi}\| < \min (\lambda / 2, \lambda' / 2) \), then the system (3.33) is stable at the equilibrium state \( (\hat{p}_i = \dot{q}_j, \hat{v}_i = \dot{v}_j) \) for all \( i \) and \( j \).
Proof of proposition 3.1

Similar to the proof of theorem 1, to analyze the stability of the system (3.33) we choose the Lyapunov function as:

\[
V_2 = \frac{1}{2} \hat{x}_2^T \hat{x}_2 + \frac{1}{2} \hat{x}_2^T \hat{x}_2 .
\] (3.34)

Taking the time derivative of equation (3.34) along the trajectory of the system (3.33), we obtained as follows:

\[
\dot{V}_2(t) = k_{i2} \hat{x}_2^T \hat{x}_2 = \hat{x}_2^T (k_{i2} \hat{x}_2 + \hat{x}_2) \] (3.35)

Substitute \( \hat{x}_2 \) in (3.33) into (3.35) we obtain:

\[
\dot{V}_2(t) = -k_{i2} \hat{x}_2^T \hat{x}_2 \leq 0 .
\] (3.36)

So, equation (3.36) shows that the system (3.33) is stable with the control law (3). However, this stability is limited by the boundary of the noise. If \( \| z_\rho \| \geq \min \left( \lambda / 2, \lambda^* / 2 \right) \), then the active neighboring robots can repel to each other or the robots can collide, so the stability is broken, see figure 3.11.

3.4.2 Collision avoidance control algorithm

This section presents a method for the collision avoidance among the robots during movement based on the artificial repulsive potential field. Let \( N_i^k(t) \) be the set of the robots in the neighborhood of the robot \( i \) at time \( t \), such that:

\[
N_i^k(t) = \{ k : d_i^k = \| p_i - p_k \| \leq r, k \in \{1,..,N \}, k \neq i \} .
\] (3.37)

Where, \( r \) is the repulsive radius surrounding each robot, and \( d_i^k \) is the Euclidean distance between robot \( k \) and robot \( i \). Now, in order to avoid the collision between robots \( i \) and \( k \) \( (i, k=1,2,..,N; i \neq k, i \neq l) \), the local repulsive force field is created surrounding each robot within the repulsive radius \( r \) as:

\[
f_i^k = \left[ \frac{1}{d_i^k} - \frac{1}{r} \right] k_{i1}^k \left( \frac{k_{i2}^k}{(d_i^k)^2} - k_{i2}^k (d_i^k - r) \right) c_i^k n_i^k .
\] (3.38)
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Where, the positive factors $k_{1i}^k$, $k_{2i}^k$ are used to control the fast interaction. The unit vector $n_i^k$ from robot $k$ to robot $i$ is given as $n_i^k = (p_i - p_k)/\|p_i - p_k\|$. The scalar $c_i^k$ is defined as follows:

$$c_i^k = \begin{cases} 
1 & \text{if } k \in N_i^k(t) \\
0 & \text{otherwise.} 
\end{cases}$$  

(3.39)

The algorithm for the collision avoidance is built based on the repulsive vector field (3.38) combined with the relative velocity vector $k_{iv}^k(v_i - v_k)$ between robot $k$ and robot $i$ as follows:

$$u_i^k = \sum_{k-1,k \neq i} \left( f_{i}^k - c_i^k k_{iv}^k(v_i - v_k) \right).$$  

(3.40)

The controller (3.40) shows that the neighboring robots are always driven to leave each other. In other words, this controller guarantees that there are no collisions among robots in the swarm.

3.4.3 Obstacle avoidance control algorithm

This sub-section presents the control algorithm for robots passing through $M$ obstacles to track a moving target. As analyzed in chapter 2, this obstacle avoidance control algorithm is also proposed as follows:

$$u_i^o = \sum_{o=1,o \neq k}^{M} \left( f_{i}^{op} + f_{i}^{or} + k_{io}^o c_i^o (v_i - v_o) \right).$$  

(3.41)

Where, the linear repulsive force field $f_{i}^{op}$ and the rotational force field $f_{i}^{or}$ surrounding obstacles are presented in chapter 2. The relative velocity vector $(v_i - v_o)$ between the robot $i$ and its neighbor-obstacle $o$ is used as a damping term with the damping scaling factor $k_{io}^o$. Similar to definition (3.37), here we can also define the set of the obstacles in the neighborhood of the robot $i$ at time $t$ as follows:

$$N_i^o(t) = \{ \forall o : d_i^o \leq r^o, \ o \in \{1,..M\}, o \neq k \}.$$  

(3.42)

In (3.42), $r^o > 0$ and $d_i^o = \|p_i - p_o\|$ are the obstacle detection range and the Euclidean distance between the robot $i$ and the obstacle $o$, respectively. The scalar $c_i^o$ is defined as:
\[ c^* \mu = \begin{cases} 1 & \text{if } o \in N^*(t) \\ 0 & \text{otherwise.} \end{cases} \tag{3.43} \]

As presented in chapter 2, using the control law (3.41) robots can easily escape obstacles to continue to track the target.

### 3.4.4 Target tracking control algorithm

#### A. Leader selection

Firstly, one robot, which is closest to the target, is selected as the leader in order to generate the desired formation. Then, this leader is saved to lead its formation to track a moving target. In case, the leader meets risk, such as it is broken or trapped in obstacles, it must transfer its leadership to another, and becomes a free member as other free robots in the swarm. The leader is selected as Algorithm 3.2.

---

**Algorithm 3.2: Leader selection**

**Update data:** The actual position of robots \( p_i \) \((i=1, \ldots, N, i \neq l)\), obstacle’s information, the target’s position \( p_t \), the actual position of the leader \( p_\xi = p_l \).

**if** time \( t=0 \) (at initial time) **then**

- Compute the shortest distance from the robot \( p_i \) to the target \( p_t \) in order to determine the leader as follows:
  \[
  d_{\text{min1}}^i = \min \{ \| p_i - p_t \|, i = 1, \ldots, N \}; \quad P_l = P_{\text{min1}}
  \]

**else**

- **if** the actual leader meets obstacle or is broken **then**
  - Leadership is transferred to other member that is free and has the closest distance to the target.
    \[
    d_{\text{min2}}^i = \min \{ \| p_i - p_t \|, i = 1, \ldots, N, i \neq \xi, \text{free} \}; \quad P_l = P_{\text{min2}}
    \]

- **else**
  - Maintain the leadership of the actual leader.
    \[
    p_l = p_\xi
    \]

**end**

---
B. No influence of the noises

The target tracking controller, which is designed based on the relative position between the leader and the target, has to guarantee that the formation’s motion is always driven towards the target. The tracking task is to make the distance between the leader and the target \( \| p_l - p_t \| \) approaching to the radius of the desired circular formation \( r' \) as fast as possible. This means that \( \lim_{t \to \infty} (v_l(t) - v_t(t)) = 0 \) and \( \lim_{t \to \infty} (p_l(t) - p_t(t)) = r' (p_l(t) - p_t(t))/d_l^i \).

Based on the above analysis, the control law for the target tracking is proposed as follows:

\[
 u_l^i = f_l^i - k_{hi}^l(v_l - v_t) + \dot{v}_l. \tag{3.44}
\]

Where, \( k_{hi}^l \) and \( \dot{v}_l \) are the positive factor and the acceleration of the target, respectively. \((v_l - v_t)\) is the relative velocity vector between the leader and the target. The potential field \( f_l^i \) from the target is used to drive the leader moving towards the target, and it is given as:

\[
 f_l^i = \begin{cases} 
 \frac{1}{d_l^i} \left( \frac{1}{r^i} - \frac{k_{h1}^l}{(d_l^i)^2} \right) \frac{k_{h2}^l (d_l^i - r^i)}{(r^i - r^i)^2} n_l^i, & \text{if } d_l^i < r^i \\
 -k_{hi}^l n_l^i, & \text{otherwise.}
\end{cases} \tag{3.45}
\]

Where, \( k_{h1}^l \), \( r^i \) and \( r_{\min}^i < r^i < r'^i \) are the positive constant, the target approaching radius, and the desired radius of the circular formation, respectively. \( k_{h1}^l = k_{h1d}^l + \epsilon_3 \| v_l \| \), here \( k_{h1d}^l \), \( \epsilon_3 \) are the positive constants. The unit vector along the line connection from the target to the leader is computed as \( n_l^i = (p_l - p_t)/\| p_l - p_t \| \). In the equation (3.45), the constant attractive force \( f_{2l} = -k_{h1}^l n_l^i \) is used to track the target when \( d_l^i > r^i \). On the other hand, the attractive/repulsive force field \( f_{hl} = (k_{h2}^l (1/r^i - 1/r'^i)) \| (d_l^i)^2 - k_{h1}^l (d_l^i - r^i) \| (r^i - r^i) \) surrounding the equilibrium position, at which \( \| p_l - p_t \| = r^i \), \( (v_l - v_t) = 0 \) is used to encircle the target when \( d_l^i \leq r' \). Hence, using this combined vector field the leader can easily approach to the target at the equilibrium position.

**Theorem 3.2.** Consider the leader \( l \) is described by the model (3.1) and controlled by the control law (3.44) when \( d_l^i \leq r' \). If the velocity of the target is smaller than the maximum velocity of the leader, then the system (3.1) will be stable at the equilibrium state, at which \( v_l = v_t \) and \( (p_l - p_t) = r^i (p_l - p_t)/\| p_l - p_t \| \).

**Proof of theorem 3.2**
Firstly, we consider the vector field \( f_i' = K_i (p_i - p_l) / \| p_i - p_l \| \) in (3.45). Let 
\[
K_i = \frac{k_{i2}'}{d_i'} - \frac{k_{i1}'}{r^*}(d_i' - r^*)/(r' - r^*), 
\]
\( P_i = K_i (x_i - x_l) / \| p_i - p_l \|, \ Z_l = 0 \) and 
\( Q_l = K_l (y_l - y_i) / \| p_l - p_i \|, \) we have:

\[
\text{curl} \ (f_i') = \begin{pmatrix}
\frac{\partial Z_{l1}}{\partial y_{i1}} - \frac{\partial Q_{l1}}{\partial z_{i1}}, & \frac{\partial P_{l1}}{\partial x_{i1}} - \frac{\partial Z_{l1}}{\partial x_{i1}}, & \frac{\partial Q_{l1}}{\partial y_{i1}} - \frac{\partial P_{l1}}{\partial y_{i1}}
\end{pmatrix}^T = 0.
\] (3.46)

Equation (3.46) shows that the vector field \( f_i' \) is not rotational.

Consider the scale function as follow:

\[
V_i' = \frac{1}{2} \left( k_{i2}' \left( \frac{1}{d_i'} - \frac{1}{r^*} \right)^2 + \frac{k_{i1}' (d_i' - r^*)^2}{(r' - r^*)} \right).
\] (3.47)

Taking the negative gradient of \( V_i' \) we obtain:

\[
f_i'' = -\nabla V_i'
\]

\[
= -\nabla \left( \frac{k_{i2}'}{2} \left( \frac{1}{d_i'} - \frac{1}{r^*} \right)^2 + \frac{k_{i1}' (d_i' - r^*)^2}{2(r' - r^*)} \right)
\]

\[
= \left( k_{i2}' \frac{1}{d_i'} - k_{i2}' \frac{1}{r^*} \right) \nabla \left( \frac{1}{d_i'} - \frac{1}{r^*} \right) - \frac{k_{i1}' (d_i' - r^*)}{(r' - r^*)} \nabla (d_i' - r^*)
\] (3.48)

Similar to equation (3.21), here we also obtain a gradient field \( \nabla d_i' = (p_i - p_l) / \| p_i - p_l \| \).

So, (3.46) and (3.48) show that the vector field \( f_i'' \) is also a potential field, and its potential function is \( V_i'' \).

In order to analyze the stability of the leader at the equilibrium position, at which 
\( \| p_i - p_l \| = r' \) and \( (V_i - V_l) = 0 \), we let \( \tilde{x}_1 \) be the position error between the vector \( p_i - p_l \) and the vector \( r' (p_i - p_l) / \| p_i - p_l \| \), and \( \tilde{x}_2 \) be the relative velocity between the leader and the target. We get: \( \tilde{x}_1 = \lambda_i' (p_i - p_l) \) and \( \tilde{x}_2 = (V_i - V_l) \), here \( \lambda_i' = (1 - r' / \| p_i - p_l \|) \). The error dynamic of the system is described as follows:
\[ \dot{x}_1 = \lambda_i^i \dot{x}_2 \]
\[ \dot{x}_2 = \dot{\lambda}_i^i - \dot{\nu}_i. \]  

(3.49)

Substitute (3.44) into (3.49), we obtain:

\[ \dot{x}_1 = \dot{\lambda}_i^i \dot{x}_2 \]
\[ \dot{x}_2 = -\nabla V'_i - k_{nu} \dot{x}_2. \]  

(3.50)

To analyze the stability of the system (3.50), we choose the Lyapunov function as follows:

\[ V_x = V'_i + \frac{1}{2} \dot{x}_2^T \dot{x}_2. \]  

(3.51)

Let \( \tilde{x}^2 = (p_l - p_i) = \tilde{x}_i / \lambda_i^i \) be the position error between the leader and the target, and note that the relation in (3.47) \( \left( \frac{\partial V'_i}{\partial p_i} \right)^T = \left( \frac{\partial V'_i}{\partial (p_i - p_l)} \right)^T \). Taking the time derivative of equation (3.51) along the trajectory of the system (3.50) we obtain:

\[ \dot{V}_x(t) = \left( \nabla V'_i \right)^T \dot{x}_1^i + \dot{x}_2^T \dot{x}_2 = \frac{1}{\lambda_i^i} \left( \nabla V'_i \right)^T \dot{x}_1^i + \dot{x}_2^T \dot{x}_2 \]
\[ = \dot{x}_2^T \left( \nabla V'_i + \dot{x}_2 \right) = -k_{nu} \dot{x}_2^T \dot{x}_2 \leq 0. \]  

(3.52)

So, this equation guarantees that system (3.50) is stable at the equilibrium position when using the control law (3.44). In other words, using the controller (3.44) the leader will be driven towards the desired position, at which the distance between leader and the target is equal to the radius of the desired circular formation.

C. Influence of the noises

Now, we consider the influence of the noisy environment to the stability of the leader at the equilibrium position. Firstly, we assume that the estimates of the position and the velocity of the leader are: \( \tilde{p}_l = p_l + z_{p_l} \) and \( \tilde{v}_l = v_l + z_{v_l} \), where \( z_{p_l} \) and \( z_{v_l} \) are position and velocity noises of the leader, respectively. Similarly, the estimates of the position and the velocity of the target are also defined as: \( \tilde{p}_t = p_t + z_{p_t} \) and \( \tilde{v}_t = v_t + z_{v_t} \), where \( z_{p_t} \) and \( z_{v_t} \) are position and velocity noises of the target, respectively. Then we have:

\( (\tilde{p}_l - \tilde{p}_t) = (p_l - p_t + z_{p_l} - z_{p_t}) \) and \( (\tilde{v}_l - \tilde{v}_t) = (v_l - v_t + z_{v_l} - z_{v_t}) \), here \( z_{p_l} = z_{p_t} - z_{p_l} \) and \( z_{v_l} = z_{v_t} - z_{v_l} \). Based on these definitions, we propose the new control law for the leader’s tracking in noisy environment as follows:
\[ u_i' = f_i' - k_i'(\ddot{v}_i - \ddot{v}) + \dot{v}_i - \dot{z}_{ib}. \] (3.53)

Where, \( k_i' \) is a positive factor. The force field \( f_i' \) is given as:

\[
\begin{align*}
f_i' = & \begin{cases} 
\left( \frac{1}{d_i'} - \frac{1}{r'} \right) \left( \frac{k_{i12}'}{(d_i')^2} - \frac{k_{i2}'(d_i' - r')}{(r' - r^*)} \right) \ddot{n}_i', & \text{if } d_i' < r' \\
-k_{i1}' \ddot{n}_i', & \text{otherwise.}
\end{cases} 
\end{align*}
\] (3.54)

In this equation, \( k_{i1}' = k_{11}'+\varepsilon_2\|\ddot{v}_i\|, \) \( k_{i2}' \), and \( d_i' = \|\ddot{p}_i - \ddot{\tilde{p}}_i\| \) are the positive factors, and the Euclidean distance, respectively. The unit vector \( \ddot{n}_i' \) is computed as \( \ddot{n}_i' = (\ddot{p}_i - \ddot{\tilde{p}}_i) / \|\ddot{p}_i - \ddot{\tilde{p}}_i\| \).

Let \( \dddot{x}_i \) be the position error between the vector \( (\ddot{p}_i - \ddot{\tilde{p}}_i) \) and the vector \( r^*(\ddot{p}_i - \ddot{\tilde{p}}_i) / \|\ddot{p}_i - \ddot{\tilde{p}}_i\| \), and \( \dddot{x}_2 \) be the relative velocity between the leader and the target. We get:

\[
\dddot{x}_i = (\ddot{p}_i - \ddot{\tilde{p}}_i) - r^*(\ddot{p}_i - \ddot{\tilde{p}}_i) / \|\ddot{p}_i - \ddot{\tilde{p}}_i\| = \lambda_1'(p_i - p_i + z_{ib}) ,
\]

\[
\dddot{x}_2 = (\dddot{v}_i - \dddot{v}) = (v_i - v) + z_{ib}.
\]

Proposition 3.2. Consider the leader \( l \) is described by the model (3.1) and controlled by the control law (3.53) in noisy environment when \( d_i' \leq r' \). If the velocity of the target is smaller than the maximum velocity of the leader, and the noise is bounded by a radius \( \gamma_{in} = \min(\lambda/2, \lambda'/2) \) as given in theorem 2, then system (3.55) is stable at the equilibrium state \((\ddot{v}_i - \ddot{v}) = 0 \) and \((\ddot{p}_i - \ddot{\tilde{p}}_i) = r^*(\ddot{p}_i - \ddot{\tilde{p}}_i) / \|\ddot{p}_i - \ddot{\tilde{p}}_i\| \).

Proof of proposition 3.2

Similar to the proof of theorem 2, to analyze the stability of the system (3.55) we choose the Lyapunov function as:

\[ V_{\dddot{x}} = \dddot{V}_{\dddot{x}} + \frac{1}{2} \dddot{x}_2^T \dddot{x}_2 , \] (3.56)

Where \( \dddot{V}_{\dddot{x}} = \widetilde{V}_{\dddot{x}}(\dddot{d}_i') \) with \( \dddot{d}_i' = \|\dddot{p}_i - \dddot{\tilde{p}}_i\| \). Let \( \dddot{x}_1' = (p_i - p_i + z_{ib}) = \dddot{x}_1 / \lambda_1' \) be the position error between the leader and the target, and note that the relation as follows:

\[
(\partial \dddot{V}_{\dddot{x}} / \partial p_i) = \]
Taking the time derivative of equation (3.56) along the trajectory of the system (3.55) we obtain:

\[
\dot{V}_e(t) = \left( \nabla \tilde{V}_i \right)^T \dot{x}_i + \dot{x}_i^T \dot{x}_2 = \frac{1}{\lambda_i} \left( \nabla \tilde{V}_i \right)^T \ddot{x}_i + \ddot{x}_2 \dot{x}_2 \\
= \ddot{x}_2 \left( \nabla \tilde{V}_i + \dot{x}_2 \right) = -k_T \ddot{x}_2 \dot{x}_2 \leq 0.
\] (3.57)

So, this equation guarantees that system (3.55) is stable at the equilibrium position when using the control law (3.53).

### 3.4.5 Simulation Results

In this sub-section, we present the simulation results of the above proposed control algorithms. For these simulations, we assume that the initial velocities of the robots and the target are zero. The initial positions of the robots are random. Each robot is able to sense the position of other robots as well as the position of the target and obstacles. The target moves on a sine wave trajectory as \( p_t = (0.9t + 640, 160\sin(0.01t) + 250)^T \). The general parameters of the simulations are listed in Table 3.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>Number of robots</td>
<td>9</td>
</tr>
<tr>
<td>( \phi_d )</td>
<td>Desired formation angle</td>
<td>( 2\pi/3 ) (rad)</td>
</tr>
<tr>
<td>( r^c )</td>
<td>Desired radius of circular formation</td>
<td>60 (m)</td>
</tr>
<tr>
<td>( r^l )</td>
<td>Target approach radius</td>
<td>100 (m)</td>
</tr>
<tr>
<td>( r_a )</td>
<td>Radius around each active node</td>
<td>25 (m)</td>
</tr>
<tr>
<td>( r_y )</td>
<td>Collision radius around each robot</td>
<td>45 (m)</td>
</tr>
<tr>
<td>( \varepsilon_{1i}, \varepsilon_{2i}, \varepsilon_{3i} )</td>
<td>Positive constants</td>
<td>1, 0.5, 0.7</td>
</tr>
<tr>
<td>( k_{1i}, k_{2i} )</td>
<td>Factors for approaching to target</td>
<td>9, 0.6</td>
</tr>
<tr>
<td>( k_{1i}^f, k_{2i}^f )</td>
<td>Positive factors for fast repulsion</td>
<td>80, 12</td>
</tr>
<tr>
<td>( k_{1o}^f, k_{2o}^f )</td>
<td>Constants for fast obstacle avoidance</td>
<td>90, 15</td>
</tr>
<tr>
<td>( k_{1i}, k_{2i}, k_{3i} )</td>
<td>Positive constants</td>
<td>3, 4, 9</td>
</tr>
<tr>
<td>( k_{iv}, k_{iv}^l, k_{iv}^k )</td>
<td>Damping factors</td>
<td>1.4</td>
</tr>
</tbody>
</table>
A. Test the intelligence of the swarm

For this simulation, the formation angle is selected. Firstly, we test the proposed algorithms to generate the desired formations (V-shape and circular), and the proposed algorithm to control the robots towards the virtual nodes in the desired formation (Algorithm 3.1). Moreover, the stability of a swarm following the desired formations under the influence of the environment, in which there are stationary obstacles, is also tested.

The results of the simulations in figure 3.12 show that the desired formations are easily created. Robots, which have the random initial positions, have quickly achieved the desired positions in these desired formations while tracking a moving target without collisions. The position permutations among the members in the formation occurred, but they did not influence on the structure of the formation during the target tracking. At initial time, one robot is chosen as the leader, and then it is saved in order to drive its formation towards the target in a V-shape formation. At time $t=70s$, the V-shape formation was made, and it was kept until the square robot detected the obstacle $O_1$. At time $t=160s$, while avoiding the obstacle $O_1$, the virtual node, which was owned by the square robot, became a free node. Then, this virtual node attracted the triangular robot to become the active node at time $t=200s$. After escaping the obstacle, the square robot quickly approached to the remaining free node of the desired formation as shown in Fig.11. Similarly, the rhombus robot was permuted with another robot in the formation while avoiding the obstacle $O_2$. At time $t=250s$, the V-shape formation changed to the circular formation in order to encircle the target. In this situation, the member robots became the free robots, and then they approached the desired circular formation to become the active robots in this formation. Figure 3.13 shows that this circular formation was kept around the target at the desired radius $r^\tau$ at time $t=320s$. In other words, the leader’s position is stable at the equilibrium point, at which $\|p_l - p_t\| = r^\tau$. 
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Figure 3.12: Path planning for a swarm following the desired formations under the influence of the obstacles while tracking a moving target.

Figure 3.13: Position error $\|p_t - q_t\|$ in case the leader is not hindered while tracking a moving target.
Secondly, we also test the intelligence of a swarm when the leader is trapped in the complex obstacle (for example U-shape obstacle, see figure 3.14). In this situation, the actual leader has to transfer its leadership to another member in the swarm, and then it has to escape this obstacle. The simulation results in figure 3.14 show that, at time $t=0s$, the square robot is chosen as the leader, and its leadership was kept until it was trapped in the U-shape obstacle at time $t=200s$. While avoiding the obstacle, the square leader transferred its leadership to the triangular robot, which was not hindered and closest to the target. Then, this square leader became a free robot. It automatically found a way (lilac way) to escape this U-shape obstacle in order to continue following its formation. After receiving the leadership, the triangular robot reorganized a new formation, and continued to lead this formation in the target tracking. The distance between the new leader and the target was always shrunk until it achieved the active radius of the circular desired formation $\|p_l - p_t\| = r^\tau$. Then, this distance is maintained to encircle the moving target, see figure 3.15. Moreover, figure 3.14 shows that the position permutation between the square leader and the triangular leader does not influence on the desired structure of the formation.

![Figure 3.14: Path planning for a swarm following the desired formations while tracking a moving target with the leader permutation.](image-url)
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Figure 3.15: Position error \( \|p_t - q_i\| \) while tracking a moving target in case the leader is permuted.

B. Test the stability of the formation under the influence of the noise

In this sub-section, we test the stability of the formation under the influence of noise and the change of the formation angle. The noises used in this simulation are Gaussian function with zero mean, variance of 1 and standard deviation of 1, see figure 3.16.

The formation angle is used for simulations as depicted in figure 3.17. The results of the simulations show that the robot \( i \) is always close to the active node \( j \) in the desired formation, and its formation was maintained following the desired formations (V-shape and circular formation) although there are the effects of the noisy environment and the changes of the formation angle \( \varphi(t)/2 \). The position error between each robot \( i \) and the active node \( j \), at which this robot \( i \) was occupying, is small, see figure 3.18. The simulation results in figure 3.19 also show that from the random initial positions, the free robots have quickly found their desired position on the desired V-formation. Then, they tracked a moving target in a stable V-formation. At time \( t=70s \), under the influence of the sudden change of the formation angle from \( 2\pi/3 \) to \( \varphi=( \pi-0.6) \) the stability of the formation was broken, and then the stability of this formation was quickly redesigned to continue tracking the moving target. In contrast, when the formation angle \( \varphi(t) \) changed slowly the formation of robots was always maintained following the desired V-formation with small position errors, see figure 3.18 and figure 3.19. Moreover, the simulation results also show that the noise had influ-
ences on the position error between the actual formation of robots and the desired formation, but this influence only caused the small changes in the formation of robots, see figure 3.18 and figure 3.19.

Figure 3.16 Noise effects on the system.

Figure 3.17: Formation angle $\varphi(t)/2$ while tracking a moving target.
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Figure 3.18: Position errors $\|p_i - q_j\|$ when there is an effect of the noise.

Figure 3.19: The influences of noises and the different formation angles on the swarm’s trajectory while tracking a moving target.
Figure 3.20: Path planning for a swarm following the desired formations while tracking a moving target under the influence of the noise.
The simulation results in figure 3.20 also show that the robots can easily escape obstacles, and always converge to the designed virtual nodes in the desired formations although there are effects of the noise and the obstacles.

### 3.4.6 Conclusion

This section has proposed a novel approach to formation control of autonomous robots following the desired formations to track a moving target in a dynamic environment. The robot team is able to form V-shape formation to track the target efficiently and then changes its formation to the circular shape to better monitor the target. The stability analysis of the proposed formation control is given. The rotational force field combining with the repulsive force can drive the robot to quickly escape from the obstacle, more importantly is to avoid the local minimum problems when the sum of the attractive and repulsive forces of the potential field is equal to zero in the case of concave obstacle shapes.

The results of the simulations have proved the intelligence of the swarm while tracking a moving target. This swarm’s intelligence expresses when the free robots automatically find the desired positions at the virtual nodes in the desired formation and occupy these positions while tracking a moving target. Furthermore, when robots are trapped in obstacles they can quickly find out the way to escape these obstacles, and continue to track the moving target with their swarm. In addition, the leader’s intelligence is also expressed when it transfers its leadership to other free member in the swarm in order to avoid obstacles efficiently. The simulation results also show that formation’s stability is maintained during movement, although there are influences of the noises and obstacles from the environment as well as the changes of the formation angle.
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This section considers an approach for the collinear formation control of autonomous robots while reaching the target position in a dynamic environment. This approach is built and developed based on the formation shape control method combined with the artificial vector field method. In this section, we focus on the control algorithm \( u_i' \) for the target tracking. This control law has to guarantee that the movement direction of the formation towards the target position is kept stable in the given invariant orientation. The other controllers (the formation connection controller \( u_i' \), collision avoidance controller \( u_i^k \), obstacle avoidance controller \( u_i^\theta \)) are built similarly to the section 3.4.

3.5.1 Target tracking control algorithm

Firstly, one robot, which has the closest distance to the target \( d_i' = \|p_i - p_T\| = \min \{\|p_i - p_T\|, i = 1, \ldots, N\} \), is selected as the leader in order to control the motion of the formation. The target reaching controller, which is designed based on the relative position between the leader and the target, has to guarantee that the formation’s motion is maintained in the stable direction to the target. This control law is designed as follows:

\[
\begin{align*}
\mathbf{u}_i' &= \mathbf{F}_i'(p_i)n_i' - k_{i2}(p_i - p_\beta) - k_{i3}(v_i - \dot{v}_i) + \dot{v}_i \\
&= -\frac{k_{i1}}{r^*} \|p_i - p_T\|, \text{ if } d_i' < r^* \\
&= -k_{i1}, \text{ otherwise.}
\end{align*}
\]

This equation shows that the first component \( \mathbf{F}_i'(p_i)n_i' \) is used to control the target tracking with the value of the attractive force \( \mathbf{F}_i'(p_i) \) and the unit vector \( n_i' = (p_i - p_T)/\|p_i - p_T\| \). The attractive force \( \mathbf{F}_i'(p_i) \) is computed as follows:

\[
\mathbf{F}_i'(p_i) = \begin{cases} 
-\frac{k_{i1}}{r^*} \|p_i - p_T\|, & \text{if } d_i' < r^* \\
-k_{i1}, & \text{otherwise.}
\end{cases}
\]

Here, \( k_{i1} \) and \( r^* \) are the positive factor and the radius to reach the target, respectively. The second component \( -k_{i3}(v_i - \dot{v}_i) \) is added as a damping term. The remaining component \( -k_{i2}(p_i - p_\beta) \) works as the orientation controller in order to maintain the formation’s motion in the stable direction towards the target. In other words, this controller guarantees that \( \lim_{t \to \infty} (p_i(t) - p_\beta(t)) = 0 \) or \( \lim_{t \to \infty} (\alpha(t)) = 0 \). Here, \( k_{i2} \) is a positive constant, and \( (p_i - p_\beta) \) is the relative position vector between the leader and the desired leader position \( p_\beta = (x_\beta, y_\beta)^T \). This desired leader position is dependent on the rotation direction of the desired orientation angle \( \beta_{di} \), see figure 3.21.
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Figure 3.21: The desired leader position $p_\beta = (x_\beta, y_\beta)^T$ in case the positive desired angle.

Assume that the desired orientation angle rotates clockwise is positive, and rotates counter-clockwise is negative. Consider the case that the desired orientation angle is positive, the desired leader position is calculated as follows: We build the coordinate system $x'y'$ based on this positive desired orientation angle $\beta_d$ as depicted in figure 3.21. The desired coordinates on the coordinate system $x'y'$, at which the leader has to reach in order to guarantee that the movement direction towards the target is stable, is determined as $(x'_l, y'_l)^T = (x'_l, 0)^T$. On the coordinate system $xy$, the coordinates of this desired leader position are determined as follows:

$$\begin{pmatrix} x_\beta \\ y_\beta \end{pmatrix} = \begin{pmatrix} x_l \\ y_l \end{pmatrix} + \begin{pmatrix} \cos \beta_d & -\sin \beta_d \\ \sin \beta_d & \cos \beta_d \end{pmatrix} \begin{pmatrix} x'_l \\ 0 \end{pmatrix}. \quad (3.60)$$

On the other hand, from figure 3.21 the coordinates of the leader is determined as follows:

$$\begin{pmatrix} x_l \\ y_l \end{pmatrix} = \begin{pmatrix} x_i \\ y_i \end{pmatrix} + \begin{pmatrix} \cos \beta_d & -\sin \beta_d \\ \sin \beta_d & \cos \beta_d \end{pmatrix} \begin{pmatrix} x'_i \\ y'_i \end{pmatrix}. \quad (3.61)$$

By equating (3.61), we obtain $x'_i$ as follows:

$$x'_i = (x_i - x_l) \cos \beta_d + (y_i - y_l) \sin \beta_d. \quad (3.62)$$

In case the desired angle is negative, we will find $x'_i$ as follows:

$$x'_i = (x_i - x_l) \cos \beta_d - (y_i - y_l) \sin \beta_d. \quad (3.63)$$
### 3.5.2 Simulation results

In this section, we give the simulation results in order to verify the function of the above presented control algorithms. The target is assumed stationary. The general parameters for simulations are listed in the table 3.1.

Firstly, we test the algorithms to generate the collinear desired formation, and the algorithm to drive the robots towards the collinear desired formation. The results of the simulations in figure 3.22 show that the collinear desired formation can easily be created with the different formation angles $\delta_d$. Robots, which have the random initial positions, have achieved the desired positions in this desired formation while reaching the target.

![Simulation results](image)

**Figure 3.22:** Simulations on the angle $\delta_d$ change of the collinear desired formation and the desired formation follower of robots in order to reach the target. Plots a), b), c), d) depict the formation’s motion with angle $\delta_d=\pi/2$, $\delta_d=\pi/3$, $\delta_d=2\pi/3$, $\delta_d=0$, respectively.
Secondly, the stability of the swarm following the desired collinear formation in an invariable direction towards the target under the influence of the environment is tested. For this simulation, the target’s position, the formation angle, and the desired orientation angle are chosen as \( p_t = (700, 350)^T \), \( \delta_d = \pi/2 \), and \( \beta_d = 0 \), respectively. Obstacles \( o_1, o_2 \) and the initial position of the robots are depicted in figure 3.23, and figure 3.24.

![Figure 3.23](image1.png)

**Figure 3.23:** The influence of the environment on the collinear formation of robots during reaching towards the target. The red circles, blue shapes, and black shapes are the desired formation, robots, and the obstacles, respectively.

![Figure 3.24](image2.png)

**Figure 3.24:** Simulation on the stability of the motion direction \( \alpha = \angle(p_l - p_t), (p_{\beta} - p_t) \) to the target of the collinear formation when the environment changes, plot a) and the leader is permuted, plot b).
Case 1. The position permutation between member robots while avoiding obstacles.

The simulation results in figure 3.23 and figure 3.24 show that the collinear formation of robots, which follows a desired formation, is maintained during flight towards the target without collisions. At time $t=0s$, one robot is chosen as the leader of the swarm, and then it is saved in order to drive its formation to the target in the stable motion direction $\alpha$, see figure 3.24a. At time $t=87s$, the formation of a swarm is made based on the desired structure, and it is kept until the squares robot detects the obstacle $o_1$. While avoiding obstacle $o_1$, the virtual node, which the square robot has owned, became a free node, and it attracted the triangle robot to become the active node. After escaping the obstacle, the square robot quickly reached the remaining free node of the desired formation, see figure 3.23. Similarly, at time $t=230s$, the rhombus robot is permuted with other robots in the swarm. In this simulation, the obstacles of the environment can permute the position of the member robots in the formation, but they do not influence on the formation angle $\delta_d$ and the motion direction $\alpha$ of the swarm.

Figure 3.25: Simulation on the leader permutation of a collinear formation while moving towards the target in a stationary environment. The red circles, blue shapes, and black shapes are the desired formation, robots, and the obstacles, respectively.
Case 2. The leader permutation while avoiding obstacles.

The leader change influences on the organization of the formation during movement towards the target. Figure 3.25 shows that, at time $t=0$, the square robot is chosen as the leader and it also saved to lead the swarm to the target. Using the orientation controller $-k_i^2(p_i - p_\beta)$ as given in (3.58), this leader quickly achieved the desired direction $\beta_d=0$ to the target ($t=50s$ to $t=150s$), see figure 3.24b. The formation’s organization is changed when the square leader (old leader) is trapped in the U-shape obstacle at time $t=160s$. In this situation, the square leader lost the leader role. It became a free robot and automatically found a way to escape this obstacle and continued to track its formation. The triangle robot, which is a free robot and closest to the target, is used as a new leader in order to continue to lead the swarm towards the target. Figure 3.24b shows the new leader has quickly led its formation in the desired direction before reaching the target.

3.5.3 Conclusion

In this section, we have proposed a novel approach to formation control of autonomous robots following a desired collinear formation to reach a stationary target. The desired formation with the different formation angles is built on the relative position between the target and the leader of the swarm. The trajectory of member robots is driven by the artificial force fields from the virtual attractive nodes of the desired formation. The mission of the leader is to lead the formation towards the target in a desired direction. Furthermore, the repulsive force fields between robots are used to guarantee that there are no collisions in the swarm during movement. Moreover, in order to avoid obstacles of the environment, the repulsive and rotating force fields are also added. The results of the simulations have shown that using the proposed control algorithms the member robots have quickly achieved the desired positions in the desired formation. In some cases, such as obstacle avoidance, the position of some robots in formation can be permuted, but the structure and the motion direction of the formation are kept.
4 Cooperative Control for Multi Robot Systems

4.1 Introduction

Formation control of multi-robot systems has been one of the interesting research topics in the control community all over the world in recent years. Its potential applications in many areas, such as search and rescue missions, forest fire detection and surveillance, is the motivation and reason for this attraction. In the formation control of multi-robot systems, the moving trajectory determination of each member-robot and the control of its motion along this determined trajectory are crucial problems. One of the effective and interesting methods to solve these problems is the artificial vector field method as presented in chapter 2. In this method, the motion of the robots is controlled by the artificial force fields that are built based on the relative positions of the robots, target and obstacles of the environment.

In recent years, the artificial potential field method has been widely studied and used to control the formation of multi-agent systems to reach the position of the goal in a dynamic environment, see [14]-[33]. One of the main issues in the formation control of multi-agents to track a moving target is that all the member robots have to move together without collisions among them in an ordered swarm. Moreover, the whole swarm must avoid obstacles along its trajectory, which has a big influence on the target reaching. In order to solve these problems, the motion of each member robot is controlled by a total force field which includes the interactive forces between neighboring robots, the repulsive forces from the environment obstacles, and the attractive force of the target. Under the effect of this total force, the formation of the swarm is stably maintained while the swarm reaches the target position in the free environment. In contrast, this stability is broken when the swarm avoids the obstacles of the dynamic environment. In this situation, the agents of the swarm are split, and each agent will itself determine its direction to avoid the obstacle. After the swarm has overcome the obstacles, its organization is redesigned; however, its formation is possibly changed, see [34]-[50]. This problem can be resolved, if the swarm maintains its formation in a smaller size. This is an interesting topic that attracts the attention from researchers in recent years. Some research results around this topic are presented in [74]-[76]. In this approach, each agent can cooperatively learn the network’s parameters to decide the size and the split of the network in a decentralized fashion so that the connectivity, formation and tracking performance can be improved when avoiding obstacles.
In this chapter, we present a control method for the cooperation among the members of a swarm under the effect of the dynamic environment. The stability and robustness of the formation of a swarm are maintained while avoiding obstacles and tracking a moving target. Moreover, in a complex environment where the space among obstacles is narrow, we suggest that the swarm’s size can change, so the swarm can easily pass through this space. In addition, in order to avoid collisions and maintain the stability in the formation of a swarm, the neighboring robots will be connected to each other by the attractive and repulsive vector field between them. Information about obstacles in the environment will be sent to all other member robots in the swarm. Therefore, the velocity of the robots in a formation while avoiding obstacle is the same.

The main contributions of this chapter are as follows:

- “Connection between neighboring robots” is presented in section 4.3. In this content, we propose an approach for the connection between neighboring robots in a swarm. The main aim of this approach is to generate the stable and robust links among the neighboring robots in the formation of a swarm. These connections are controlled by the attractive/repulsive forces among them. Hence, using the attractive/repulsive forces, the neighboring robots will quickly approach the equilibrium position, at which the distances among them are constant (that is the sum of the attractive/repulsive forces are equal to zero).

- “Adaptive formation control in a dynamic environment” is presented in section 4.4. In this content, we consider an approach for the adaptive formation control of the autonomous robots while tracking a moving target in a dynamic environment. The main aim of this approach is to control the formation of a swarm that can easily and quickly escape the obstacles of the environment without the collisions (especially, in an environment, in which the space between the obstacles is narrow). While avoiding the obstacles, the formation structure of the swarm can change, but it is not broken. In order to perform this idea, an applied active method is to shrink the swarm’s size into the smaller size. Hence, the adaptive formation control algorithm is designed such that the swarm’s size is inversely proportional to the sum of the repulsive forces from the obstacles acting on the swarm.

- “Cooperative formation control in a dynamic environment” is presented in section 4.5. In this content, we consider an approach for the cooperative formation control of the autonomous robots while tracking a moving target in a dynamic environment. The main aim of this approach is to control the formation of a swarm to quickly avoid and
overcome the obstacles of the environment following the direction of the target’s trajectory while keeping the formation. This approach is built based on the repulsive force combined with the rotational force surrounding the obstacles.

The rest of this chapter is organized as follows: The problem statement is given in the next section. Section 4.3 presents the cooperative control algorithm for two neighboring robots. In section 4.4, the adaptive control method for the formation of a swarm while avoiding obstacles to track a moving target is presented. Finally, section 4.5 presents the cooperative control algorithm for the neighboring robots in the formation of a swarm while tracking a moving target in a dynamic environment.

4.2 Problem statement

In this section, we consider a swarm of \( N \) robots \((N \geq 2)\) that moves in a two-dimensional Euclidean space \( \{R^2\} \) with \( M \) obstacles of the environment. Each robot’s motion, which is assumed as a moving point in the space, is described by the dynamic model as follows:

\[
\dot{p}_i = v_i \\
\dot{v}_i = u_i, \quad i = 1, \ldots, N.
\] (4.1)

Where \((p_i, v_i, u_i) \in \{R^2\}\) are the position, the velocity, and the control input of the robot \(i\), respectively.

In the formation of a desired swarm, the neighboring robots have to link with each other to generate the constant distances among them (example in figure 4.1). Let \(N_i^\alpha(t)\) be the set of the robots in the neighborhood of the robot \(i\) at time \(t\), such that:

\[
N_i^\alpha(t) = \{ \forall j : d_i^j \leq r^\alpha, j \in \{1, \ldots, N\}, j \neq i \}.
\] (4.2)

Where \(r_0^\alpha > 0, r^\alpha > 0\), and \(d_i^j = ||p_i - p_j||\) are the collision range surrounding each robot, the interaction range (radius of neighborhood circle, see figure 4.1), and the Euclidean distance between the robot \(i\) and the robot \(j\), respectively. For example, in figure 4.1, the robot \(R_1\) has three neighbors: \(R_2, R_3, R_4\).

Similarly, let \(N_i^\beta(t)\) be the set of the obstacles in the neighborhood of the robot \(i\) at time \(t\), such that:

\[
N_i^\beta(t) = \{ \forall o : d_i^o \leq r^\beta, o \in \{1, \ldots, M\}, o \neq j \}.
\] (4.3)
Here $r^\beta > 0$ and $d^o_i = \|p_i - p_o\|$ are the obstacle detection range and the Euclidean distance between the robot $i$ and the obstacle $o$, respectively.

![Diagram of a swarm of robots](image)

**Figure 4.1:** Configuration of a desired swarm of seven member-robots.

### 4.3 Connection between neighboring robots

Consider robot $(p_i, v_i)$ and robot $(p_j, v_j)$ that move with the dynamic model as described in (4.1). The control input $u_i$ is proposed as

$$
u_i = f^i_j(p_i) - k^{ij}_v c^i_j (v_i - v_j) + \dot{v}_j. \quad (4.4)$$

In this equation, the relative velocity $(v_i - v_j)$ between the robot $i$ and its neighbor $j$ is used as damping term with the damping scaling factor $k^{ij}_v$. The scalar $c^i_j$ is used to determine if the robot $j$ is a neighbor of robot $i$. It is defined as:

$$c^i_j = \begin{cases} 1 & \text{if } j \in N^\alpha_i(t) \\ 0 & \text{if } j \notin N^\alpha_i(t). \end{cases} \quad (4.5)$$
To create the attractive/repulsive force field \( f_i^j (p_i) \) between the robot \( i \) and its neighbor \( j \), a respective potential function is proposed as:

\[
V_i^j (p_i) = \frac{c_i^j}{2} \left( k_i^j \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right)^2 + k_j^j \left( d_i^j - r_0^\alpha \right)^2 \right).
\] (4.6)

Taking the negative gradient of this potential function at \( p_i \) (see in the Appendix), we obtain the attractive/repulsive force, which is depicted in figure 4.2, as follows

\[
f_i^j (p_i) = -\nabla V_i^j (p_i)
\]

\[
= c_i^j \left( \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) \frac{k_i^j}{(d_i^j)^2} - k_j^j \left( d_i^j - r_0^\alpha \right) \right) n_i^j.
\] (4.7)

Where \( n_i^j = (p_i - p_j) / \| p_i - p_j \| \) is a unit vector along the line connecting \( p_i \) to \( p_j \), and \( d_i^j \) is the Euclidean distance as shown in equation (4.2). The positive constants \( (k_i^j, k_j^j, \alpha) \) are used to regulate the fast collision avoidance and the stability in the set of the \( \alpha \) neighbors of the robot \( i \).

Figure 4.2: The description of the attractive/repulsive force field surrounding the robot \( j \) (\( j \in N_i^\alpha(t) \)) that acts on the robot \( i \) (a) and its amplitude (b).
4.3 Connection between neighboring robots

The interacting ranges \((r_0^\alpha, r^\alpha > 0\), shown in figure 4.1) describe the influence of the force \(f_i^j(p_i)\) on the robot \(i\). When \(0 < d_i^j < r_0^\alpha\), then robots \(i\) and \(j\) repel each other to avoid the collision between them. Otherwise, when \(r_0^\alpha < d_i^j \leq r^\alpha\), they attract each other to achieve the equilibrium position \(d_i^j = r_0^\alpha\) in the set of \(\alpha\) neighbors of robot \(i\). In case \(d_i^j > r^\alpha\) there is no interaction between these members. As depicted in figure 4.2, the effect of the attractive/repulsive force \(f_i^j(p_i)\) of the robot \(j\) \((j \in N_i^\alpha(t))\) on the robot \(i\) is depending on the relative position between robot \(j\) and robot \(i\). Under the effect of this attractive/repulsive force, the neighboring robots will quickly approach the equilibrium position \(d_i^j = r_0^\alpha\), at which the force \(f_i^j(p_i)\) is equal to zero.

**Theorem 4.1.** Consider the robot \(i\) is described by the model (4.1), and controlled by the control law (4.4). If the robot \(j \in N_i^\alpha(t)\), then robot \(i\) will approach to the equilibrium position, at which \(v_i = v_j\) and \(\|p_i - p_j\| = r_0^\alpha\).

**Proof of theorem 4.1**

Consider a point \(p\) lies on the line connecting \(p_i\) to \(p_j\), and satisfies \(\|p_i - p_j\| = r_0^\alpha\), see figure 4.3. The position of this point \(p\) is calculated as follows:

\[
(p - p_j) = r_0^\alpha(p_i - p_j)/\|p_i - p_j\|.
\]

This equation can be rewritten as

\[
p = \lambda_j p_i + (1 - \lambda_j) p_j.
\]

Where \(\lambda_j = r_0^\alpha/\|p_i - p_j\|\). Now, in order to analyze the stability of the robot \(i\) at the equilibrium position, at which \(v_i = v_j\) and \(\|p_i - p_j\| = r_0^\alpha\), we let \(x_1 = p_i - p_j = (1 - \lambda_j)(p_i - p_j)\) and \(x_2 = v_i - v_j\). The error dynamic of the system is described as follows:

\[
\dot{x}_1 = (1 - \lambda_j)x_2
\]

\[
\dot{x}_2 = \dot{v}_i - \dot{v}_j.
\]

Substitute (4.4) into (4.10) we obtain:

\[
\dot{x}_1 = (1 - \lambda_j)x_2
\]

\[
\dot{x}_2 = -\nabla V_i'(p_i) - k_i x_2.
\]
Choose the Lyapunov function as follows:

\[ V = V_i'(p_i) + \frac{1}{2} x_i^T x_i. \]  

(4.12)

Let \( x_i^* = (p_i - p_j) = x_i/(1 - \lambda_i^j) \) be the position error between the robot \( i \) and the robot \( j \), and note that the relation in (4.6): \( \left( \partial V_i'(p_i)/\partial p_i \right)^T = \left( \partial V_i'(p_i)/\partial (p_i - p_j) \right)^T \). Taking the time derivative of equation (4.12) along the trajectory of the system (4.11) we obtain:

\[
\dot{V}(t) = \left( \nabla V_i'(p_j) \right)^T \dot{x}_1^* + x_2^T \dot{x}_2 \\
= \frac{1}{(1 - \lambda_i^j)} \left( \nabla V_i'(p_i) \right)^T \dot{x}_1 + x_2^T \dot{x}_2 \\
= x_2^T \left( \nabla V_i'(p_i) + \dot{x}_2 \right) \\
= -k_{ii}^j x_1^* x_2^* \leq 0.
\]

(4.13)

So, this equation guarantees that the system (4.11) is stable at the equilibrium position, at which \( p_i = p_j \) and \( v_i = v_j \) when the control law (4.4) is used. In other words, using the controller (4.4) the robot \( i \) will approach the equilibrium position, at which \( \|p_i - p_j\| = r_0^\alpha \) and \( v_i = v_j \).

Figure 4.3: The description of the approach of the robot \( i \) towards the equilibrium position, at which \( \|p_i - p_j\| = r_0^\alpha \) along the direction of the attractive force field from its neighbor \( j \).
4.4 Adaptive formation control in a dynamic environment

4.4.1 Problem formulation

This chapter presents an approach for the adaptive formation control of multi-agent systems while tracking a moving target in a dynamic environment. In this approach, while the swarm reaches the target position, if it detects obstacles on the way, its size will change in order to quickly avoid these obstacles, but its formation is maintained. In special cases, such as when the space among the obstacles is narrow, then the swarm’s size of the robots will automatically shrink into a smaller size. Hence, the swarm can easily pass through this space, while the swarm’s connection is still kept, see figure 4.4. However, when the swarm reaches a minimum desired size, at which the swarm cannot overcome the obstacles, its formation will be broken. The robots will automatically split from their swarm in order to escape the obstacles as the free robots, and avoid the collisions with each other. After the swarm has overcome the obstacles, its formation is reorganized to continue tracking the target. In other words, these free robots will themselves find their swarm and they link to each other in a new formation. In our approach, the information, which is obtained from the changing environment, is concurrently sent to all robots in the swarm. Therefore, the swarm’s size will quickly be adapted to the changes of the environment. In order to handle these problems, the adaptive formation control algorithm is built based on the change of the desired distance between the neighboring robots. This desired distance depends on the sum of the repulsive forces from obstacles acting on the swarm.

The idea for the formation adaptation of a swarm in a complex environment while tracking a moving target is depicted in figure 4.4. When some robots in the swarm detect obstacles then the swarm’s size will automatically shrink into smaller size so that the swarm can easily pass through these obstacles, but the formation of the swarm is maintained (example figure 4.4c). However, in order to avoid collisions among the robots in a formation the swarm’s size is only allowed to reduce to a minimum desired size. Then, the member robots in the formation will automatically split from its formation to become the free robots to avoid obstacles in the direction toward the target (example figure 4.4d). After the robots have overcome the obstacles, the swarm’s structure will be redesigned in a new desired swarm. The changing of the swarm’s size to adapt to a complex environment is controlled based on the desired radius $r_0^\alpha$ (see figure 4.1 and figure 4.2) between the neighboring robots. The control algorithm for this adaption is presented in section 4.2.2.
4.4.2 Adaptive formation control algorithm

This sub-section presents the adaptive control algorithm for the formation of a swarm of $N$ robots, which pass through $M$ obstacles of the environment to track a moving target. The control law for each robot $i (i=1,...,N)$ is given as follows:

$$u_i = u_i^o + u_i^f + u_i^t. \quad (4.14)$$

A. Obstacle avoidance control

The first component $u_i^o$ of (4.14) is used to control the obstacles avoidance for the robot $i$ of the swarm while tracking a moving target. This component is proposed as:

$$u_i^o = \sum_{o=1}^{M} \left( f_i^o (p_t) - k_{io} c_i^o (v_i - v_o) \right). \quad (4.15)$$

Where the relative velocity vector $(v_i - v_o)$ between the robot $i$ and its neighboring obstacle $o (o \in N_i^o (t))$ is used as a damping term with the damping scaling factor $k_{io}$. The scalar $c_i^o$,
which is used to determine that an obstacle \( o \) is a neighboring obstacle of robot \( i \) or not, is defined as follows:

\[
    c_i^o = \begin{cases} 
    1 & \text{if } o \in N_i^\beta(t) \\
    0 & \text{if } o \not\in N_i^\beta(t). 
    \end{cases} \tag{4.16}
\]

The repulsive force \( f_i^o(p_i) \) is created surrounding the obstacles to drive the robot \( i \) away from these obstacles. It is designed as:

\[
f_i^o(p_i) = -\nabla V_i^o(p_i) = c_i^o \left( \frac{1}{d_i^o} - \frac{1}{r^\beta} \right) \frac{k_p^o}{(d_i^o)^2} - k_p^\delta (d_i^o - r^\beta) \mathbf{n}_i^o. \tag{4.17}
\]

In this equation, the positive constants \( k_p^o, k_p^\delta \) are applied to control the fast obstacle avoidance. \( \mathbf{n}_i^o = (p_i - p_o)/\|p_i - p_o\| \) is the unit vector from the obstacle to the robot \( i \). The gradient vector field \( f_i^o(p_i) \) is characterized by a respective potential function, which is given as follows:

\[
V_i^o(p_i) = \frac{c_i^o}{2} \left( k_p^o \left( \frac{1}{d_i^o} - \frac{1}{r^\beta} \right)^2 + k_p^\delta (d_i^o - r^\beta)^2 \right). \tag{4.18}
\]

**B. Swarm-connection control**

The second component \( u_i^j \) of (4.14) is used to control the connection of the neighboring robots to avoid collisions and to keep the constant distances among them in an ordered swarm as depicted in figure 4.1. This control component is designed as:

\[
u_i^j = \sum_{j=1, j \neq i}^N (f_{i,j}^j(p_i) - k_n^j c_i^j (v_i - v_j) + \dot{v}_j). \tag{4.19}
\]

In this equation, the relative velocity \( (v_i - v_j) \) between the robot \( i \) and its neighbor \( j \) is used as damping term with the damping scaling factor \( k_n^j \). The scalar \( c_i^j \) is also defined similar to (4.5). To create the attractive/repulsive force field \( f_{i,j}^j(p_i) \) between the robot \( i \) and its neighbor \( j \), a corresponding potential function is proposed as:
\[ V_i^j(p_i) = \frac{c_i}{2} \left( \left( \frac{k_{ip}^{ij}}{d_i^j} + k_d \right)^2 + k_{ip}^{ij} \left( d_i^j - r_i^\alpha \right)^2 \right). \]  

(4.20)

Taking the negative gradient of this potential function at \( p_i \), we obtain the attractive/repulsive force as follows:

\[ f_i^j(p_i) = -\nabla V_i^j(p_i) \]

\[ = c_i \left( \left( \frac{k_{ip}^{ij}}{d_i^j} + k_d \right)^2\left( \frac{k_{ip}^{ij}}{d_i^j} \right)^2 - k_{ip}^{ij} \left( d_i^j - r_i^\alpha \right) \right) n_i^j. \]  

(4.21)

where \( n_i^j = (p_i - p_j)/\|p_i - p_j\| \) is a unit vector along the line connecting \( p_i \) to \( p_j \), \( d_i^j \) is the Euclidean distance shown in equation (4.2). The positive constants \( k_{ip}^{ij} \), \( k_{ip}^{ij} \) are used to regulate the fast collision avoidance, and the stability in the set of the \( \alpha \) neighborhood of the robot \( i \). The distance \( r_i^\alpha \) is a minimum desired distance at which the attractive/repulsive forces are equal. The positive factor \( k_d \) is used as an adaptive control element to control the balance position between the attraction and the repulsion. Hence, when the swarm’s size changes the formation of the swarm will be maintained.

Figure 4.5: The amplitude of the force of the robot \( j \) acting on the robot \( i \) when \( r_1^\alpha \leq r_k^\alpha \leq r_0^\alpha \) (a) and when \( r_k^\alpha < r_1^\alpha \) (b).
By equating \((k_{ip}^{ij} / d_{ij}^t + k_d)k_{ip}^{ij} / (d_{ij}^t)^2 - k_{ip}^{ij}(d_{ij}^t - r_{ij}^{a}) = 0\), one can find a value \(d_{ij}^t = r_{ij}^{a}\) at which the sum of the attractive force and the repulsive is equal to zero. In other words, if there is a given value \(r_{ij}^{a} \geq r_{ij}^{a}\) and the line \(-k_{ip}^{ij}(d_{ij}^t - r_{ij}^{a})\) is not changed, then the adaptive control element \(k_{ij}\) is determined as a function of the \(r_{ij}^{a}\). This function is calculated as

\[
k_d = \frac{k_{ip}^{ij}(r_{ij}^{a} - r_{ij}^{a})(r_{ij}^{a})^2}{k_{ip}^{ij} r_{ij}^{a}}.
\] (4.22)

This equation shows that when the desired distance \(r_{ij}^{a}\) changes from the minimum desired value \(r_{ij}^{a}\) to the maximum desired value \(r_{ij}^{a}\), then the adaptive control element \(k_d\) will automatically change in order to find the balance position, at which the connection between robot \(j\) and \(i\) is stable (see figure 4.5a). When \(0 < d_{ij}^t < r_{ij}^{a}\), then the robots \(i\) and \(j\) repel each other to avoid the collisions between them. Otherwise, when \(r_{ij}^{a} < d_{ij}^t \leq r_{ij}^{a}\), then they attract each other to achieve the equilibrium position \((d_{ij}^t = r_{ij}^{a})\) in the set of \(\alpha\) neighborhood of robot \(i\). When \(d_{ij}^t > r_{ij}^{a}\) there is no interaction between these members.

As described in figure 4.1, the swarm’s size depends on the links between neighboring robots in the ordered swarm. Hence, when changing these links, that is, changing the desired distance \(r_{ij}^{a}\), the swarm’s size will also change. Furthermore, the formation of the swarm has to shrink into a smaller formation in order that the swarm can easily pass through the narrow space between the obstacles. Therefore, the desired distance \(r_{ij}^{a}\) is designed by an adaptive control force that is the average of the sum of the repulsive forces from obstacles to the swarm. This desired distance is proposed as:

\[
r_{ij}^{a} = r_i^{a} - c_o \sum_{s=1}^{N} \sum_{o=1}^{N_i} \left\| f_o^{a}(p_i) \right\|.
\] (4.23)

Where, the component \(c_o\) is defined as \(c_o = k_c / \sum_{i=1}^{N} \sum_{o=1}^{N_i} c_i\), here \(k_c\) is a positive constant. The repulsive force \(f_o^{a}(p_i)\) from the obstacle \(o\) \((o=1...M)\) to the robot \(i\) is presented in (4.17). The equation (4.23) shows that when the swarm does not detect any obstacle (that is \(c_o \sum_{i=1}^{N} \sum_{o=1}^{N_i} \left\| f_o^{a}(p_i) \right\| = 0\)) then \(r_{ij}^{a} = r_i^{a}\) (that is, the original size of the swarm is not changed). If this adaptive control force increases, that is, the swarm is hindered more, then the \(r_{ij}^{a}\) will decrease into the smaller size until the swarm can pass through these obstacles. However, if \(r_{ij}^{a} < r_i^{a}\), then the connection of the swarm must be broken to avoid the colli-
sions among the member robots in the swarm, that is, in this situation there is only the repulsive force among the member robots, see figure 4.5b. In this situation, the member robots will split from their swarm to avoid obstacles. Therefore, to solve these problems, the radius of neighborhood circle $r^\alpha$ is chosen as:

$$r^\alpha = \begin{cases} \frac{3}{2} r_k^\alpha, & \text{if } r_1^\alpha \leq r_k^\alpha \leq r_0^\alpha \\ r_1^\alpha, & \text{otherwise,} \end{cases} \quad (4.24)$$

and the adaptive control element $k_d$ is also redesigned as follows:

$$k_d = \begin{cases} \frac{k^{ij}_p (r_k^\alpha - r_1^\alpha) (r_k^\alpha)^2}{k^{ij}_p} - \frac{k^{ij}_l}{r_k^\alpha}, & \text{if } r_1^\alpha \leq r_k^\alpha \leq r_0^\alpha \\ -\frac{k^{ij}_l}{r_1^\alpha}, & \text{otherwise.} \end{cases} \quad (4.25)$$

Finally, from equations (4.21), (4.24), (4.25) we see that when $r_k^\alpha$ reduces from $r_0^\alpha$ to $r_1^\alpha$, then the swarm’s size also shrinks into a smaller size, but the robust connections between the neighboring robots are further maintained (see figure 4.5a). Otherwise, when $r_k^\alpha < r_1^\alpha$, then the link of the swarm is broken, there is only the repulsive force among the neighboring robots to avoid the collisions among them (see figure 4.5b).

C. Target tracking control

In order to control the robot $i$ to reach the target position, the third component $u_i'$ in (4.14) is proposed as:

$$u_i' = f_i^i (p_i) - k_v^i (v_i - v_t) + \hat{v}_i. \quad (4.26)$$

Where, $(v_i - v_t)$ is the relative velocity vector between the robot $i$ and the target with a positive constant $k_v^i$. Under the effect of the attractive force $f_i^i (p_i)$ of the target, the robot $i$ will always track the target until it approaches this target position. This attractive force is proposed as follows:
4.4 Adaptive formation control in a dynamic environment

\[ f^i_t(p_i) = \begin{cases} \frac{k_i}{r^i} (p_i - p_t), & \text{if } d^i_t < r^\tau \\ -\frac{k_i}{\|p_i - p_t\|} (p_i - p_t), & \text{otherwise.} \end{cases} \]  \hspace{1cm} (4.27)

Here \( r^\tau > 0 \) is the target approaching range, \((p_i - p_t)\) is the relative position vector between robot \( i \) and the target, and \( d^i_t = \|p_i - p_t\| \) is the Euclidean distance between the robot \( i \) and the target. In order to adaptively control a swarm that can better avoid obstacles, this attractive force also plays an important role. The magnitude of this force is decided by the control factor \( k_i \), which is proposed as follows:

\[ k_i = \begin{cases} \frac{k_i^\alpha}{r_k^\alpha}, & \text{if } r_k^\alpha \leq r_t^\alpha \leq r_0^\alpha \\ \frac{k_i^\alpha}{r_k^\alpha}, & \text{if } r_k^\alpha < r_t^\alpha. \end{cases} \]  \hspace{1cm} (4.28)

Where \( k_i^\alpha \) is a positive factor. Equation (4.28) shows that when the adaptive control force increases, that is, the desired distance \( r_k^\alpha \) decreases, then the attractive force of the target is also increased. However, when \( r_k^\alpha < r_t^\alpha \), the gain of this attractive force is limited by a maximum desired value that corresponds to \( k_i = k_i^\alpha / r_1^\alpha \), so the swarm will avoid damage.
D. Simulation results

This sub-section presents the results of the simulations of the adaptive formation control algorithm of multi-robots while avoiding obstacles. For the simulations, we assume that the initial velocities of the robots and the target are set to zero, and obstacles of the environment are stationary. All robots know the position of other robots as well as the position of the obstacles and the target. The general parameters for the simulations are listed in Table 4.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1^\alpha$</td>
<td>Minimum desired distance for neighbors</td>
<td>10</td>
</tr>
<tr>
<td>$r_0^\alpha$</td>
<td>Maximum desired distance for neighbors</td>
<td>20</td>
</tr>
<tr>
<td>$r^\beta$</td>
<td>Obstacle detecting range</td>
<td>30</td>
</tr>
<tr>
<td>$r^\gamma$</td>
<td>Distance of approach to target position</td>
<td>50</td>
</tr>
<tr>
<td>$k_{ip}^t$</td>
<td>Constant for fast approach to target position</td>
<td>3,6</td>
</tr>
<tr>
<td>$k_{iv}^t$</td>
<td>Damping factor for approach to target position</td>
<td>1,3</td>
</tr>
<tr>
<td>$k_{iv}^j$</td>
<td>Damping factor for approach to balance point</td>
<td>1,5</td>
</tr>
<tr>
<td>$k_{ip}^{1j}, k_{ip}^{2j}$</td>
<td>Constants for fast link between neighbors</td>
<td>80; 6</td>
</tr>
<tr>
<td>$k_{ip}^o, k_{ip}^\delta$</td>
<td>Constants for fast obstacle avoidance</td>
<td>95; 7</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Constant</td>
<td>0,6</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Constant</td>
<td>3,5</td>
</tr>
</tbody>
</table>

Firstly, we test the control algorithm for the robust connections in a swarm of four robots, while tracking a moving target. The target moves along the trajectory $p_t = (0.3t+400, -0.2t+300)^T$. For this simulation, the initial positions of robots and obstacle are chosen as follows: $p_1 = (40, 70)^T$, $p_2 = (30, 50)^T$, $p_3 = (80, 10)^T$, $p_4 = (20, 30)^T$, $p_{ol} = (250, 140)^T$.

The results of the simulations in figure 4.6 and figure 4.7 show that the formation of a swarm is maintained while the swarm tracks a moving target. At initial time, all robots move freely, but after a time of circa 70s they link to each other to reach the stable positions in a desired swarm. The swarm’s size is kept until the swarm meets the obstacle. At time $t=125s$ until $t=220s$ the swarm’s size is shrunk into a smaller size to avoid the obstacle, but the formation is not broken. After overcoming the obstacle the swarm’s size is immediately recovered, and further maintained in an original size while tracking a moving target.
4.4 Adaptive formation control in a dynamic environment

Figure 4.6: The robust connection in the formation of a swarm of four robots is maintained while tracking a moving target.

Figure 4.7: The size of a swarm of four robots simulated in figure 4.6 changes at time $t$. 
Figure 4.8: The formation adaptation of a swarm of four robots when the space between obstacles changes.

Figure 4.9: The size of a swarm of four robots simulated in figure 4.8 changes at time $t$. 
Secondly, the adaptive formation control is tested while a swarm passes through the different narrow spaces between obstacles. Figure 4.8 and figure 4.9 depict the results of the simulations for the adaptation of a swarm of four robots while moving in a narrow space between the obstacles. During the period from 100s to 260s the distances between neighboring robots are reduced to smaller values (see figure 4.8). Hence, the swarm can easily overcome the spaces between these obstacles, while the swarm’s structure is maintained. From $t=400s$ to $t=560s$ the swarm’s link is broken and the robots become free robots in order to avoid obstacles. In this case, the obstacle avoidance of the free robots is successful and there are no collisions among robots (the smallest distance between neighbors is $d_i^l = r_i^{\alpha}$, see Figure 4.9).

Similar to the case for a swarm of four robots, figure 4.10 also shows that a swarm of seven robots adapts to the changing of the environment while reaching the position of the target. At time $t=200s$, the formation is shrunk in order to pass through the narrow space between obstacles, and then it is recovered as the original formation at $t=200s$. At time $t=620s$ the formation is broken, and then it is redesigned in a different stable structure in order to continue to move towards the target.

Figure 4.10: The formation adaptation of a swarm of seven robots while exiting the different narrow space between the obstacles.
4.4.3 Conclusion

This section has presented an approach for the adaptive formation control of a swarm of autonomous robots that pass through the obstacles of the dynamic environment to reach the target position. The adaptation of a swarm to the environment is built based on the change of the desired distance between the neighboring robots in the swarm. This desired distance is inversely proportional to the sum of the repulsive force from obstacles to the swarm. Information about obstacles, which each member robot detects from the environment, will be sent to all other member robots in the swarm. Therefore, the swarm’s size will immediately change to adapt to the changing environment. The results of the simulations have shown that under the proposed adaptive control algorithm, a swarm of autonomous robots can easily escape the obstacles of the environment in order to reach the target. While avoiding the obstacles, the size of the swarm is automatically changed into the smaller size, so the swarm can quickly avoid the obstacles with the formation is kept. Moreover, the swarm’s size reduction will help swarm can easily escape the narrow space among obstacles, but the structure of the formation of this swarm is not broken. In addition, the formation distribution to the free robots in order to avoid the collisions among the members in the swarm while escaping the narrow space between the obstacles also proves the success of our proposed approach.

4.5 Cooperative formation control in a dynamic environment

4.5.1 Problem formulation

This sub-section presents an approach to cooperative control for the formation of a swarm of autonomous robots to track a moving target in an unknown environment. This approach is based on the traditional potential fields combined with the rotational vector field. The repulsive potential field is used to repel the robots away from obstacles while the rotational vector field is added to drive the robots so as to overcome obstacles in the direction of the target’s trajectory. The target’s direction is determined based on the relative position between the current position and the future position of the target with the preselected time-step $\Delta t$, see figure 2.8 in chapter 2. Under the effect of the blended vector field, the autonomous robots can easily escape obstacles in order to quickly reach the target. In this approach, the neighboring robots in a swarm will be linked to each other by the
attractive and the repulsive vector field between them in order to generate the stability and robustness of a formation. Moreover, information about obstacles, which each member robot detects from the environment, will be sent to all other member robots in the swarm. Hence, the formation of the swarm is maintained while tracking a moving target and the velocity of the neighboring robots in a formation is also matched while avoiding obstacle simultaneously.

The formation control for a swarm of the autonomous robots to track a moving target in an unknown environment is shown in figure 4.11. This swarm must overcome the U-shaped obstacle in order to reach the moving target. In an unknown environment, it is very difficult to determine the desired motion direction for the robots to easily escape obstacles and simultaneously reach the target quickly. The best way to solve this problem is to control the robots to avoid obstacles in the direction of the target’s trajectory. Moreover, while these robots avoid obstacles, the stability and robustness of their formation must be maintained. Therefore, in order to execute this idea, each robot will be controlled by a total force that consists of the attractive force $f_i^t(p)$ of the target, the sum of the repulsive forces $\sum_{\omega \in N_i^o} f_i^{\omega o}(p)$ of the obstacles, the rotational force $f_i^{or}(p)$ surrounding the obstacles, the connecting force $f_i^{j}(p)$ between this robot with its neighbors, and the obstacle avoidance forces from other member robots send to this robot.

Figure 4.11: The geometric description of the obstacle avoidance and escape for a swarm of four robots while tracking a moving target: clockwise (a) and counter-clockwise (b).
### 4.5.2 Formation control algorithm

This section presents the formation control algorithm for a swarm of $N$ robots, which passes through $M$ obstacles to track a moving target. As stated above, the final aim of the member robots in a swarm is to escape obstacles of the environment to reach the target while staying together. Accordingly, the control algorithm for each member robot $i$ of a swarm is also given as follows:

$$u_i = u_i^j + u_i^o + u_i^t.$$  \hspace{1cm} (4.29)

In this control law, the first component $u_i^j$ is used to control the robust connection between the neighboring robots in the formation. As shown in section 4.4, this connection is controlled based on the combination of the attractive vector field and the repulsive vector field among the neighboring robots. Furthermore, in order to obtain the quick stability at the balance point, at which the distance among the neighboring robots is constant, the relative velocity vector $(v_i - v_j)$ between them is added as a damping term with the scaling factor $k_{ij}$.

The second component $u_i^o$ of (4.29) is used to control the obstacle avoidance for each member robot of the swarm. As presented above, the final aim of this sub-section is to control the formation of a swarm to quickly escape the obstacles, but this formation is always maintained while avoiding these obstacles. In order to solve this problem, information about obstacles, which each member robot detects from the environment, will be sent to all other member robots in the swarm. Therefore, the obstacle avoidance control law is projected for each robot $i$ as follows:

$$u_i^o = \sum_{k=1}^{N} \sum_{o \in N^p_k(t)} \left( f_k^{op}(p_k) + f_k^{or}(p_k) - k_{k,o}^{o} c_k^{o}(v_k - v_o) \right).$$  \hspace{1cm} (4.30)

Where the relative velocity vector $(v_k - v_o)$ between the robot $k$ ($k=1,2,..N$) and its neighbor-obstacle $o \in N^p_k(t)$ is used as a damping term with the damping scaling factor $k_{k,o}^{o}$. The local repulsive force surrounding the obstacle $f_k^{op}(p_k)$ is used to drive the robot away from this obstacle. The local rotational force surrounding the obstacle $f_k^{or}(p_k)$ is used to drive the robot to escape this obstacle in the direction of the target’s trajectory. As presented in section 2.3, the combination of these forces will help that the robot can easily and quickly exit the obstacles to continue tracking a moving target.
The third component $u^i_t$ of (4.29) is used to control the robot to reach the target position as represented in section 4.4. However, in order to control the formation cooperation of a swarm while avoiding obstacles better, the attractive force surrounding the target must have the smaller magnitude. Hence, this attractive force is proposed as follows:

$$f^i_t(p_i) = \begin{cases} 
-k^\xi_i \frac{r^\xi}{d^i_t < r^\xi} (p_i - p_i), & \text{if } d^i_t < r^\xi \\
-k^\xi_i \frac{(p_i - p_i)}{||p_i - p_i||}, & \text{otherwise.}
\end{cases} \quad (4.31)$$

Where, the scaling factor $k^\xi_i$ is designed, such that:

$$k^\xi_i = \begin{cases} 
k^\xi_{i1} & \text{if } N^\beta_i(t) = \emptyset \ (\text{empty set}) \\
k^\xi_{i2} & \text{otherwise.}
\end{cases} \quad (4.32)$$

Here, the selected positive constants $k^\xi_{i1}$ and $k^\xi_{i2}$ satisfy that: $k^\xi_{i1} > k^\xi_{i2}$.

Finally, the control law for each member robot $i$ of a swarm is summarized as follows

$$u_i = \sum_{j \in N^\varepsilon_i(t)} \left( f^{ij}_t(p_i) - k^\varepsilon_{ij} c^\varepsilon_i (v_i - v_j) + \dot{v}_j \right)$$

$$+ \sum_{k=1}^{N^\varepsilon_i(t)} \sum_{\alpha \in N^\varepsilon_k(t)} \left( f^{\alpha\varepsilon}_k(p_k) + f^{\alpha\varepsilon}_k(p_k) - k^\varepsilon_{ik} c^\varepsilon_k (v_k - v_k) \right)$$

$$+ f^i_t(p_i) - k^\varepsilon_i (v_i - v_i) + \dot{v}_i \quad (4.33)$$

### 4.5.3 Simulation results

This sub-section presents the simulation results of the cooperative formation control of the autonomous robots to track a moving target in a dynamic environment. The general parameters for the simulations are listed in table 4.1.

**Case 1:** The keeping of the formation of a swarm of four robots while avoiding the U-shaped obstacle to track a moving target is tested. For these simulations, the initial positions of the robots are chosen as follows: $p_1 = (20, 180)^T$, $p_2 = (30, 230)^T$, $p_3 = (40, 170)^T$, $p_4 = (10, 210)^T$. 

Figure 4.12: The keeping of the formation of a swarm of four robots while avoiding the U-shaped obstacle in order to track a moving target, which moves along the trajectory $p_{t1}$.

Figure 4.13: The distance between robots in the swarm of four robots simulated in figure 4.12 at time $t$. 
The first situation, in which the target moves along the trajectory \( p_{t1} = (0.6t+230, 0.9t+80)^T \), is depicted in figure 4.12 and figure 4.13. The results of the simulations in figure 4.12 and figure 4.13 show that the formation of a swarm of four robots is maintained while the swarm tracks a moving target. At initial time, all robots move freely, but after a time of circa 80s they are linked to each other in order to generate a desired formation. Then, this formation moves towards the target position by the attractive force field from the target until it meets the obstacles. When the swarm detects the obstacle it changes its moving direction to avoid collision with this obstacle and searches the new path towards the target. Figure 4.12 shows that the obstacle avoidance of the swarm according the moving direction of the target is successful. The robots can easily escape the U-shaped obstacle without breaking the formation. The distance between the neighboring robots in the swarm is kept constant, see figure 4.13. After the robots overcome the obstacle, they continue to chase the target until the swarm reaches this target at time \( t=280s \), see figure 4.12.

Figure 4.14: The keeping of the formation of a swarm of four robots while avoiding the U-shaped obstacle to track a moving target that moves along the trajectory as \( p_{t2} = (0.6t+230, -0.9t+320)^T \).
The second situation, in which the target moves along the trajectory as $p_{t2} = (0.6t + 230, -0.9t + 320)^T$, is simulated in figure 4.14. The simulation result in this case shows the intelligence of a swarm while pursuing a moving target. The robots in the swarm move according to the direction of a moving target in order to quickly catch the target. While avoiding the obstacles, the connections among the neighboring robots are stably kept.

**Case 2:** The keeping of the formation of a swarm of four robots while avoiding the wall-shaped obstacle to track a moving target is tested. In this case, the target’s trajectory is selected as $p_{t3} = (-0.4t + 150, -0.9t + 250)^T$. For this simulation, the initial positions of the robots are chosen as follows: $p_1 = (270, 320)^T$, $p_2 = (300, 300)^T$, $p_3 = (310, 340)^T$, $p_4 = (330, 310)^T$. The simulation result depicted in figure 4.15 shows that the swarm of four robots successfully escapes the wall-shaped obstacle. The robots can quickly exit this wall-shaped obstacle in order to move towards the target. The directional movement of these robots is driven towards the right of the wall-shaped obstacle (clockwise direction) at time $t=120s$. The change in movement direction helps the robots avoid the collisions with the obstacles, and find the fastest way to chase the target. Moreover, the formation of the robots is not broken while avoiding the obstacles.

Figure 4.15: The keeping of the formation of a swarm of four robots while avoiding the wall-shaped obstacle to track a moving target, which moves along the trajectory $p_{t3}$.
4.5 Cooperative formation control in a dynamic environment

4.5.4 Conclusion

This section has presented an approach to the cooperative control for the formation of a swarm of autonomous robots to track a moving target in a dynamic environment based on the combination of the potential force fields and the rotational force field. The rotational force field is added to help the robots to quickly escape obstacles. The movement direction for the robots to avoid obstacles is designed to be in the moving direction of the target, such that the robots can easily escape the obstacles and find the fastest path towards the target. The results of the simulations have shown that, under the effect of the blended force field, a swarm of autonomous robots can easily find a path to track a moving target in an environment, in which there are different obstacles. Using the added rotational force field, the obstacle avoidance of this swarm is successfully achieved. Moreover, the robots in a swarm are connected to each other and they obtain the information about the obstacles of the environment from other member robots. Thus, the formation of a swarm is maintained while avoiding the obstacles in order to track a moving target.
5 Merging and Splitting in a Mobile Sensor Network

5.1 Introduction

In recent years, the mobile sensor network has been an interesting research topic in the control community all over the world [39]-[59]. Its potential applications in many areas, such as search and rescue missions, and forest fire detection and surveillance, is the motivation for this attraction.

One of the interesting issues in the mobile sensor network to reach the target position is flocking control [34]-[38]. The sensors in the network have to link with each other in order to avoid collision and maintain their velocity during tracking. Obstacle avoidance [16, 17] is also an interesting topic in path planning for autonomous mobile sensors to reach the target. The artificial potential field is known as a positive method in order to solve these problems. Recently, the artificial vector field method has been widely studied and powerfully applied to formation control of a swarm of multi-agents to reach a target in a dynamic environment, see [23]-[50].

Furthermore, the control of a mobile sensor network is important and presents two main issues: sensor splitting and sensor merging. Sensor splitting arises when the new targets appear, automatically splitting from the main group of the moving sensors into the subgroups in order to track the new targets. In contrast, sensor merging can occur when targets disappear, forcing those subgroups to redistribute to the remaining sensor groups still tracking their targets. Additionally, sensor merging is required at operation start time due to initial sensor placements. Although this topic is very interesting, and has potential applications in military area as well as in civilian area, but the research results in this field are still very limited. The published literature has mainly focused on the control for the mobile sensor network to reach a single target. Using the artificial attractive potential field, which is generated from the target and has decreasing amplitude to the target’s position, the free sensors will automatically meet and connect to each other during tracking [39]-[50]. However, in practice, it is very difficult to execute this method, as the velocity of a free sensor is very high when it is far from the target.

In this chapter, we propose a novel approach to control the sensor merging/spitting in a mobile sensor network while tracking the moving targets in a dynamic environment. This approach is developed based on the traditional potential field method [14]-[22] combined
with the geometry method and the energy level partitioning method. In this approach, the invariable global attractive force field surrounding the target is used to drive all sensors in a group towards their target. Simultaneously, a constant global attractive force field is also generated from the virtual leader of a group in order to control the free-sensors to combine into their group. In a group, a member-sensor, which has the shortest distance to the target of this group, is chosen as the virtual leader. Under the effect of the total force field, which contents the attractive force field of the target and the virtual leader, the free-sensors will usually move towards their group during tracking because the attractive force of the virtual leader is always designed larger than the global attractive force of the target. In contrast, sensor splitting, wherein a sensor group is broken into subgroups in order to track the new targets, is performed by the geometry method. In this method, when a new target appears, a boundary line through the target position and the center of the main group is generated as the basis for the sensor splitting. The sensors that lie together on one side of this boundary line will form to a new subgroup with a new virtual leader.

The rest of this chapter is organized as follows: The sensor merging control method based on the energy level partitioning surrounding the virtual leader is given in the next section. Section 5.3 presents the sensor splitting control method. In section 5.4, the general controller for each sensor in a mobile sensor network is given. The results of the simulations are given in section 5.5. Finally, section 5.6 concludes this chapter.

### 5.2 Sensor merging control

#### 5.2.1 Problem statement

In this section we consider a network of $N$ mobile sensors ($N \geq 2$) that track a moving target in a two-dimensional Euclidean space $\mathbb{R}^2$ with $M$ obstacles in the environment. The free-sensors have to merge into the formation of a group and become new members. The member-sensors in a swarm will connect with their neighboring sensors in order to generate a stable formation without collisions. Each sensor, which is assumed as a moving point in the space, is also described by the dynamic model as:

$$\begin{align*}
\dot{p}_i &= v_i \\
\dot{v}_i &= u_i, \\
& \text{for } i = 1,...,N.
\end{align*}$$

(5.1)

Where $(p_i, v_i, u_i) \in \mathbb{R}^2$ are the position, the velocity, and the control input of the robot $i$, respectively.
First of all, in order to simplify the analysis, we make the following remarks, definitions, and assumptions:

**Remark 5.1.** In a mobile sensor network, each subgroup has the mission to track a respective moving target. In each subgroup, a sensor which has the shortest distance to the target will be selected as the virtual leader of this group. This virtual leader has the mission to attract free-sensors towards the formation of this group. Under the attractive force of this leader, these free-sensors will quickly combine into the formation and become the new members. Moreover, the formation of a group will be maintained by the connection be-
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between neighboring member-sensors in this formation during tracking without collisions. A sensor is determined as a free-sensor or member-sensor in a group which depends on the relative position between this sensor and the leader through energy levels as described on figure 5.1.

**Definition 5.1.** A sensor $j$ is the neighbor of the sensor $i$ if it lies in the limited communication range $r^\alpha$ of the sensor $i$ (radius of neighborhood circle, shown in figure 5.1). During the motion of the sensors in a group the relative position between them can change, hence the neighbors of each sensor can also change. Therefore, in general we can define the set of the sensors in the neighborhood of sensor $i$ at time $t$ as follows:

$$N^\alpha_i(t) = \left\{ j : d_i^j = \| p_i - p_j \| \leq r^\alpha, j \in \{1, \ldots, N\}, j \neq i \right\}. \tag{5.2}$$

Where $d_i^j = \| p_i - p_j \|$ is the Euclidean distance between sensor $i$ and sensor $j$ in the space. For example, in figure 5.1, the sensor $S_1$ has three neighbors: $S_2$, $S_6$ and $S_7$. As depicted in figure 5.1, in order to generate a stable and robust formation each member sensor in a group is only allowed to connect with its neighboring sensor. Thus, to perform this problem the radius $r^\alpha$ of neighborhood circle can be chosen, such that: $r^\alpha < r^\alpha < \sqrt{3}r^\alpha$.

**Definition 5.2.** A sensor $i$ ($i=1, \ldots, N$) is the member of a group if it lies in the energy level 1 of the virtual leader. In other words, it is the neighbor of the leader (the distance from this sensor to the leader is smaller than the radius of the neighboring circle $r^\alpha$). For example, in figure 5.1, sensor $S_6$ is selected as the virtual leader of a group, hence the sensors $S_1$, $S_5$, $S_6$ and $S_7$ are member-sensors of this group, because these sensors lie in the energy level 1 of the virtual leader. In case, sensor $i$ lies in the energy level $n$ ($n \neq 1$), it will be a member-sensor of a group if it has at least two neighbors which lie in the smaller energy level corresponding to $(n-1)$, or it has at least one neighbor that lies in the energy level $(n-1)$ and at least two neighbors that have the same energy level $n$ with sensor $i$. For example, in figure 5.1, sensor $S_2$ ($S_2$ lies in the energy level 2) is a member sensor, because it has two neighbors ($S_1$, $S_7$) that lie in the energy level 1. Similarly, sensors $S_4$ and $S_{14}$ also are the member sensors in the group of the virtual leader $S_6$. Furthermore, sensor $S_3$ ($S_3$ lies in the energy level 2) is a member sensor, because it has one neighbor that lies in the energy level 1 and two neighbors ($S_2$, $S_4$) that lie in the energy level 2. In other cases, sensor $i$ is a free-sensor, for example sensors $S_{11}$, $S_{12}$ and $S_{13}$ in figure 5.1. Furthermore, sensors $S_8$, $S_9$ and $S_{10}$ also are free-sensors, although they are connected in a sub-formation.
Assumption 5.1. The position \( p_i = (x_i, y_i)^T \) and the velocity \( v_i = (v_{ix}, v_{iy})^T \) of the robot \( i \) are known. The robot is equipped with sensors such as cameras, sonars, laser sensors, GPS sensors, and associated algorithms, etc., to estimate the trajectory (position \( p_t = (x_t, y_t)^T \) and velocity \( v_t = (v_{xt}, v_{yt})^T \)) of the target precisely.

Assumption 5.2. The velocity of the moving target is limited by the maximum velocity of the robot \( \|v_t\| < v_{\text{max}} \).

Assumption 5.3. The robot can sense the position \( p_o = (x_o, y_o)^T \) and the velocity \( v_o = (v_{xo}, v_{yo})^T \) of the obstacles in the environment precisely.

5.2.2 Sensor merging control algorithm

This sub-section presents an approach for the free sensor merging control into a group. This approach is based on the energy level partitioning method surrounding the virtual leader. The main aim of this approach is to control all free robots that can quickly find and reach a group in order to become the members in the formation of this group. According to the above analyses, the sensor merging control algorithm for a group of \( N \) sensors while tracking a moving target is built by the following steps:

Step 1. Choose a sensor, which has the shortest distance to the target, as the virtual leader of the group. The distance from the virtual leader to the target is computed as:

\[
d'_i = \min \{d'_i = \|p_i - p_t\|, i = 1, \ldots, N \}. \quad (5.3)
\]

Step 2. Partition the energy levels from the selected virtual leader in order to determine that the sensor \( i \) is a free-sensor or a member-sensor of the group. Let \( r_n \) be the radius of the energy level \( n \) from the virtual leader. Then, the magnitude of the energy level \( n \), \( (n = \{1, 2, \ldots\}) \), is described as \( r_n - r_{n-1} \), and it satisfies the equation \( r'_n = r_n - r_{n-1} \), see figure 5.1. Here, the positive constant \( r'_0 \) is a minimum desired distance between the neighboring sensors, at which the attractive and repulsive forces between these neighboring sensors balance. In general, the radius of the energy level \( n \) is built as follows:

\[
r_n = \lambda + nr'_0. \quad (5.4)
\]

In this equation, the positive constant \( \lambda \) is used to determine the radius of the neighborhood circle \( r'(r'_0 = \lambda + r'_0) \), see figure 5.1. Now, we consider a sensor \( i \) that has the relative
distance to the leader, such that: \( d_i^t = \| p_i - p_l \| \). In order to determine the energy level \( n_i \), at which the sensor \( i \) is existing, we build an inequality as follows:

\[
d_i^t \leq \lambda + n_i \sigma_0, \quad i = 1, \ldots, N \quad \text{and} \quad n_i = \{1, 2, 3, \ldots\}.
\] (5.5)

From this inequality, the energy level \( n_i \) is proposed as follows:

\[
n_i = \text{ceil} \left( \frac{(d_i^t - \lambda)}{\sigma_0} \right).
\] (5.6)

Let \( c_e \) be the number of the sensors that lie in the energy level \((n_i - 1)\) and are the neighbors of the sensor \( i \) at time \( t \). This component is described as follows:

\[
c_e = \sum_{j \in N_i(t), j \neq i} c_j.
\] (5.7)

Here, the scaling factor \( c_j \) is defined as:

\[
c_j = \begin{cases} 1, & \text{if } n_j = n_i - 1 \text{ and } j \in N_i(t) \\ 0, & \text{otherwise} \end{cases}.
\] (5.8)

Where, \( n_j \) is the energy level, at which the sensor \( j \) \((j = 1, 2, \ldots, N; \ j \neq i)\) is existing. Similar to equation (5.7), the number of the sensors that lie in the energy level \( n_i \) and are the neighbors of the sensor \( i \) at time \( t \), is described as follows:

\[
c_m = \sum_{k=1, k \neq i}^{N} c_k.
\] (5.9)

Here, the scalar \( c_k \) is also described as follows:

\[
c_k = \begin{cases} 1, & \text{if } n_k = n_i \text{ and } k \in N_i^n(t) \\ 0, & \text{otherwise} \end{cases}.
\] (5.10)

Where, \( n_k \) is the energy level which the sensor \( k \) \((k = 1, 2, \ldots, N; \ k \neq i)\) is owning.

Finally, a sensor that is determined to be a free-sensor or member-sensor of a group is presented on the flowing diagram in figure 5.2.
Figure 5.2: The flowing diagram for the determination of the sensor $i$ ($i = 1, \ldots, N$) that is a free-sensor or a member-sensor in a group.

**Step 3.** Design the sensor merging control law for each sensor $i$ in a group as follows:

$$ u_i' = -k_p^l e_i' - k_n^l c_i^l (v_i - v_i). \quad (5.11) $$

In this control law, the relative velocity vector $(v_i - v_i)$ between the sensor $i$ and the virtual leader is used as a damping term with the damping scaling factor $0 < k_p^l$. $k_p^l$ is a positive gain factor, and $e_i' = (p_i - p_i)/\|p_i - p_i\|$ is a unit vector from the leader to the sensor $i$. The scalar $c_i^l$ is described as follows:
5.3 Sensor splitting control

Equation (5.12) shows that only free-sensors are affected by the attractive force of the virtual leader. In other words, using the attractive force from the virtual leader, all free sensors will find and approach their group to become the new members in this group. Then, these new members will combine with other members in the group to continue tracking their target.

**Remark 5.2.** If a target disappears at time $t$, the sensors that are tracking this target will automatically combine with the nearest existing subgroups as the free-sensors of these subgroups.

**5.3 Sensor splitting control**

This sub-section presents the sensor splitting control method from a group, which is tracking a moving target, into subgroups to track the new targets when these new targets appear. The idea to design this method is depicted in figure 5.3.

As shown in figure 5.3 the line $f(x,y)=0$ through the center $A$ of the main group and the new target splits the main group, which is tracking the old target, into two sub-groups. The first sub-group (subgroup 1) consists of the sensors that lie on the side that contains the old target while the second subgroup (subgroup 2) consists of the sensors that lie on the opposite side. Assume that in the main group there are $N$ sensors ($N \geq 2$), and each sensor $i$ ($i = 1, \ldots, N$) is located at the position $p_i = (x_i, y_i)^T$. Then, the center of this main group at time $t$ is calculated, such that:

$$A(t) = \frac{1}{N} \sum_{i=1}^{N} p_i(t).$$  \hspace{1cm} (5.13)

Let $p_{1}(t) = (x_{1}(t), y_{1}(t))^T$, $p_{2}(t) = (x_{2}(t), y_{2}(t))^T$, and $A(t) = (x_{A}(t), y_{A}(t))^T$ be the position of the target 1 (old target), the position of the target 2 (new target), and the position of the center of the main group at time $t$, respectively. According to [96], [97], the boundary line $f(x,y)=0$ is given, such that:

$$f(x,y) = \frac{x-x_{A}(t)}{x_{2}(t)-x_{A}(t)} - \frac{y-y_{A}(t)}{y_{2}(t)-y_{A}(t)} = 0.$$  \hspace{1cm} (5.14)
The boundary line $f(x,y)=0$ will split the coordinate plane $xy$ into two half-planes. One side of this boundary line consists of all points that satisfy the inequality $f(x,y)<0$. All points on the opposite side satisfy the inequality $f(x,y)>0$. Hence, in order to determine if a sensor $i$ is lying on a particular side of the boundary line $f(x,y)=0$, we use the old target as a test-point as follows: if sensor $i$ lies on the side containing the test-point, then $f(p_i(t))f(p_i(t)) > 0$. In contrast, if sensor $i$ and the test-point lie on the different sides of the boundary line $f(x,y)=0$, then $f(p_i(t))f(p_i(t)) < 0$. In the special case, if the old target lies on the boundary line $f(x,y)=0$, then the sensors on one side of this boundary line are selected to track a target, while the sensors on the remaining side of this boundary line will continue to track the remaining target. In order to solve this problem, we can choose a random test-point (for example a test-point $D(t) = (x_i(t) + \Delta, y_i(t) + \Delta)^T$, here $\Delta$ is a positive constant) to determine that the sensor $i$ is lying on which side of the boundary line $f(x,y)=0$. 

Figure 5.3: The description of the geometry method for the sensor splitting control from a main group, which is tracking the old target, into two subgroups (subgroup 1 and subgroup 2) when the new target appears. The subgroup 1 continues to track the old target while the subgroup 2 is split to track the new target.
5.3 Sensor splitting control

If the sensors $i \ (i = 1, \ldots, N)$ of the main group satisfy the inequality $f(D(t))f(p_i(t)) \geq 0$, then they are selected as the members of a subgroup (for example subgroup 1) to track the old target. The remaining sensors of the main group will be redesigned into a new group (for example subgroup 1) to track the new target. Finally, after the sensor partitioning, the mission of each sensor is to reach its target, and this mission is maintained until this target disappears or some new targets appear.

Based on the above analysis, the control law for each sensor $i$ to track its target is proposed as follows:

$$u_i = f_i^{\mu}(p_i) - k_i^{\tau}(v_i - v_a) + \dot{v}_a.$$  (5.15)

Similar to equation (5.11), in this equation, the relative velocity vector $(v_i - v_a)$ between the sensor $i$ and its target is added as a damping term with the positive factor $k_i^{\tau}$. The force field $f_i^{\mu}(p_i)$ is designed as an attractive potential field surrounding each target $t_m$ with $m=\{1,2,3\ldots\}$. Therefore, under the effect of this force field, each sensor $i$ will always be attracted towards its target until it reaches this target. This attractive force field is designed as follows:

$$f_i^{\mu}(p_i) = \begin{cases} 
-\frac{k_i^{\tau}}{r^\tau} \| p_i - p_{a} \| e_{\dot{u}_a} , & \text{if } d_i^{\tau} < r^\tau \\
-k_i^{\tau} e_{\dot{u}_a} , & \text{otherwise.} 
\end{cases}$$  (5.16)

Here $r^\tau > 0$ is the close range surrounding the target, at which the sensor’s speed is reduced before reaching the target, and $e_{\dot{u}_a} = (p_i - p_{a}) / \| p_i - p_{a} \|$ is the unit vector directing from the target $(p_{a}, v_{a})$ to the sensor $(p_i, v_i)$. Equation (5.16) shows that the magnitude of the attractive force $f_i^{\mu}(p_i)$ is depending on the positive control factor $k_i^{\tau}$ and the distance $d_i^{\tau} = \| p_i - p_{a} \|$ between sensor $i$ and its target.

**Example:** The sensor splitting control algorithm from a main group into two sub-groups to track two moving targets is presented in Algorithm 5.1.
Algorithm 5.1: Sensor splitting control

Update data: The actual state of the robots \((p_i, v_i\) with \(i = 1,\ldots,N\)), the targets \((p_m, v_m\) with \(m = 1,2\)), and the actual position \(A\) of the center of the main group.

Build the boundary line \(f(x,y) = 0\) that satisfies equation (5.14), and calculate \(f(p_i)p_i\).

for \(i=1:N\)

if \(f(p_i)f(p_i) > 0\) then

Sensor \(i\) is split into the sub-group 1 to track the target 1, and the target tracking control law is given as

\[ u'_i = f'^{(1)}(p_i) - k'^{(1)}(v_i - v_1) + \dot{v}_1; \]

elseif \(f(p_i)f(p_i) < 0\) then

Sensor \(i\) is split into the sub-group 2 to track the target 2, and the target tracking control law is given as

\[ u'_i = f'^{(2)}(p_i) - k'^{(2)}(v_i - v_2) + \dot{v}_2; \]

elseif \(f(p_i)f(p_i) = 0\) then

Choose a test-point \(D = (x_i + \Delta, y_i + \Delta)^T\), and calculate \(f(D)f(p_i)\).

if \(f(D)f(p_i) \geq 0\) then

Sensor \(i\) is the member of the sub-group 1 that will track the target 1, and the target tracking control law is given as

\[ u'_i = f'^{(1)}(p_i) - k'^{(1)}(v_i - v_1) + \dot{v}_1; \]

else

Sensor \(i\) is the member of the sub-group 2 that will track the target 2, and the target tracking control law is given as

\[ u'_i = f'^{(2)}(p_i) - k'^{(2)}(v_i - v_2) + \dot{v}_2 \]

end

end

end
5.4 General controller

This subsection presents the general controller for each sensor \( i (i = 1, \ldots, N) \), which has the described dynamic model as equation (5.1), in a mobile sensor network. This controller is proposed as follows:

\[
\begin{align*}
    u_i &= \sum_{j \in N_i^\alpha(t)} \left( f_i^j(p_i) - k_{ij}^v(v_i - v_j) + \dot{v}_j \right) \\
    &+ \sum_{o \in N_i^\beta(t)} \left( f_i^o(p_i) - k_{io}^v(v_i - v_o) \right) \\
    &+ c_i^f(-k_{ij}^p(p_i - p_j)/\|p_i - p_j\| - k_{ij}^v(v_i - v_j)) \\
    &+ f_i^{ps}(p_i) - k_{ii}^l(v_i - v_o) + \dot{v}_o.
\end{align*}
\]

In this controller, the first component \( \sum_{j \in N_i^\alpha(t)} \left( f_i^j(p_i) - k_{ij}^v(v_i - v_j) + \dot{v}_j \right) \) is used to control the connection between sensor \((p_i, v_i)\) with its neighbors in the formation of a group. The pair \((p_j, v_j)\) is the position and velocity of the sensor \(j, j \in N_i^\alpha(t)\), see Definition 1. As presented in chapter 4, the attractive/repulsive force field \( f_i^j(p_i) \) is given such that

\[
f_i^j(p_i) = \left( (d_i^j)^{-1} - (r_0^\alpha)^{-1} \right) k_{ip}^j(d_i^j)^3 - k_{ip}^v \left( d_i^j - r_0^\alpha \right) (d_i^j)^{-1} \left( p_i - p_j \right).
\]

Here, \( k_{ip}^j, k_{ip}^v \) are the positive factors. \( r_0^\alpha > 0 \), and \( d_i^j = \|p_i - p_j\| \) are the collision range surrounding each robot, and the Euclidean distance between the robot \(i\) and the robot \(j\), respectively. The second component \( \sum_{o \in N_i^\beta(t)} \left( f_i^o(p_i) - k_{io}^v(v_i - v_o) \right) \) is used to drive the sensor \(i\) to avoid the obstacles \((p_o, v_o)\) of the environment. Similar to the Definition 1, the set of the obstacles in the \(\beta\) neighborhood of sensor \(i\) at time \(t\) is also defined as \(N_i^\beta(t) = \{o, d_i^o \leq r^\beta, o = 1, \ldots, M, o \neq j\}\), here \(r^\beta > 0\) and \(d_i^o = \|p_i - p_o\|\) are the obstacle detection range and the Euclidean distance between the robot \(i\) and the obstacle \(o\), respectively. The repulsive force field \( f_i^o(p_i) \) is also given such that

\[
f_i^o(p_i) = \left( (d_i^o)^{-1} - (r^\beta)^{-1} \right) k_{ip}^{io}(d_i^o)^3 - k_{ip}^{vo} \left( d_i^o - r^\beta \right) (d_i^o)^{-1} \left( p_i - p_o \right).
\]

Here, \( k_{ip}^{io}, k_{ip}^{vo} \) are the positive factors. \( (p_i - p_o), (v_i - v_o) \) are the relative position and velocity between sensor \(i\) and its neighboring obstacle \(o\), respectively. The third component \( c_i^f(-k_{ij}^p(p_i - p_j)/\|p_i - p_j\| - k_{ij}^v(v_i - v_j)) \), which is presented in section 5.2.2, is used to control the sensor \(i\) merging into its group if it is a free-sensor. The fourth component \( f_i^{ps}(p_i) - k_{ii}^l(v_i - v_o) + \dot{v}_o \) is used to control the sensor \(i\) tracking its target as presented in section 5.2.3.
5.5 Simulation results

This section presents the results of the simulations for the sensor merging and splitting control algorithm in different cases. For the simulations, we assume that the initial velocities of the robots and target are set to zero, and the obstacles in the environment are stationary. The general parameters for the simulations are listed in Table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_0^a$</td>
<td>Desired distance between robots</td>
<td>20</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Positive constant</td>
<td>0.42</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Obstacle detecting range</td>
<td>25</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Target approach radius</td>
<td>100</td>
</tr>
<tr>
<td>$k_{ip}$</td>
<td>Factors for approaching to target and leader</td>
<td>6; 7</td>
</tr>
<tr>
<td>$k_{i}$</td>
<td>Positive factors for fast connection</td>
<td>80; 7</td>
</tr>
<tr>
<td>$k_{io}$</td>
<td>Constants for fast obstacle avoidance</td>
<td>90; 8</td>
</tr>
<tr>
<td>$k_{iv}$</td>
<td>Damping factors</td>
<td>1,8</td>
</tr>
</tbody>
</table>

A. Test the sensor merging control algorithm

First of all, we test the sensor merging control algorithm for a mobile sensor network of four sensors while tracking a moving target in a stationary environment, in which there are the different obstacles. For this simulation, the initial positions of the sensors and the obstacles are selected as: $p_1 = (10, 200)^T$, $p_2 = (30, 210)^T$, $p_3 = (60, 220)^T$, $p_4 = (400, 10)^T$, $p_o1 = (230, 150)^T$, $p_o2 = (300, 100)^T$. The target moves along the trajectory as follows: $p_t = (0.3t + 200, -0.2t + 480)^T$. The

The results of the simulations in figure 5.4 and figure 5.5 show that three free sensors ($S_1$, $S_2$, $S_3$) have quickly found and connected each other in order to generate the robust formation of a group. In other words, these free sensors have quickly approached to a group and become the first members in the formation of this group at time $t=200$s (see figure 5.5). Then, these members have continued to track the moving target in the stability and robustness of a formation. Moreover, their motion towards the target position is not affected by the attractive force of the virtual leader (here sensor $S_3$ plays the role as a virtual leader to attract the free sensors towards it). On the other hand, under the effect of the attractive force from the virtual leader, the free sensor $S_4$ passes through obstacles $O_1$, $O_2$ without the collision to achieve the group that was generated by the combinations among
three sensors $S_1$, $S_2$, $S_3$ (see figure 5.4). As shown in figure 5.4, the free sensor $S_4$ has easily and quickly moved towards the group that is tracking the moving target under the leadership of the virtual leader. After approaching the group, the free sensor $S_4$ has linked with other members in order to become a new member in this group at time $t=630s$ while tracking the moving target. Furthermore, figure 5.5 also shows that while tracking a moving target the formation of the sensors $S_1$, $S_2$, $S_3$, $S_4$ is maintained, and the position errors among the members of this formation is very small, see figure 5.5.

Figure 5.4: Snapshots of a mobile sensor network of four sensors that is tracking a moving target in a dynamic environment, and controlled by the formation control algorithm combined with the sensor merging control algorithm and the obstacle avoiding control algorithm. The target moves along the trajectory $p_t = (0.3t + 200, -0.2t + 480)^T$ (green trajectory) at time $t=0s$. 

![Snapshot of mobile sensor network tracking moving target](image-url)
Secondly, we test the control algorithm for a mobile sensor network of seven sensors while tracking a moving target in a stationary environment. For this simulation, the target moves along the trajectory $p_t = (0.06t+200, -0.08t+480)^T$. The initial positions of sensors and obstacles are selected as: $p_1 = (10, 20)^T$, $p_2 = (20, 10)^T$, $p_3 = (30, 20)^T$, $p_4 = (40, 50)^T$, $p_5 = (5, 80)^T$, $p_6 = (300, 10)^T$, $p_7 = (450, 10)^T$, $p_{o1} = (350, 100)^T$, $p_{o2} = (280, 200)^T$.

The results of the simulations in figure 5.6 show that the swarm-finding of two sensors ($S_6$ and $S_7$) is successfully achieved, and this swarm-finding does not change the general trajectory of the swarm. As shown in figure 5.6, at beginning all sensors are directed to the position of the virtual leader. The free-sensors $S_{1,2...5}$ quickly find their neighbors, and immediately they connect together to become the first member-sensors of a basic group. The approach of the sensor $S_6$ into this basic group is not difficult. Furthermore, the sensor $S_7$ also successfully reaches the basic group, although it is hindered by some obstacles of the environment while tracking. The organization of the basic group is changed when the free-sensors $S_6$ and $S_7$ become the new members of this basic group. The constant distances among member-sensors are maintained while these sensors track the moving target.
5.5 Simulation results

Figure 5.6: Snapshots of a mobile sensor network of seven sensors that is tracking a moving target in a stationary environment, and controlled by the formation control algorithm combined with the sensor merging control algorithm and the obstacle avoiding control algorithm. The target moves along the trajectory $p_t = (0.06t + 200, -0.08t + 480)\,T$ (green trajectory) at time $t=0s$.

B. Test the sensor merging and splitting control algorithm

Firstly, we test the sensor merging/splitting algorithm in the case a new target appears while a mobile sensor network is tracking a moving old target. The old target moves in the sine wave trajectory $p_o = (7t+20, 100\sin(0.06t - \pi/2)+350)^T$ at time $t=0s$. The new target appears at time $t=25s$ and it moves along the trajectory $p_s = (5.4t+148, -2.5t+269)^T$. The positions of obstacles are chosen as $p_{o1} = (470, 370)^T$, $p_{o2} = (510, 440)^T$, $p_{o3} = (400, 175)^T$. 
Figure 5.7: Snapshots of a mobile sensor network of 30 sensors that is tracking the moving targets in a stationary environment, controlled by the formation control algorithm combined with the sensor merging/splitting algorithm. The target 1 moves in the sine wave trajectory $p_{t1} = (7t+20, 100\sin(0.06t - \pi/2)+350)^T$ (red trajectory) at time $t=0s$, and the target 2 moves along the line trajectory $p_{t2} = (5,4t+148, 2,5t+269)^T$ (green trajectory) at time $t=25s$.

The results of the simulations in figure 5.7 show that the sensor merging/splitting control algorithm combined with the formation control algorithm is well functioning. At initial time, all sensors have the random position (see figure 5.7), but after a period of circa 20s they linked to each other in order to generate a desired formation, in which the distance between the neighboring sensors is constant. In other words, these sensors are contributed into a formation by the sensor merging control algorithm before they reach towards the old target (target 1). At time $t=25s$, when a new target (target 2) appears, some sensors are split from the generated main formation in order to track this new target, and the remaining sen-
sors continue to track the old target. In figure 5.7, we can see that after sensors are split they have quickly combined to each other into a new formation. At time t=74s, the formation of subgroups is broken while avoiding obstacles. Then, these formations are automatically redesigned while tracking the moving targets at time t=100s, see figure 5.7.

As shown in figure 5.7, the sensor splitting from a main group into subgroups based on the geometry method has been successful. However, the number of the sensors in subgroups is possibly unequal (for example, in figure 5.7 there are 17 sensors in the first subgroup while in the second subgroup there are only 13 sensors). So, to solve this problem the sensor splitting algorithm is developed as follows:

**Step 1.** Split sensors into subgroups when a new target appears as represented above.

**Step 2.** Determine the number of the sensors in each subgroup. Assume that the number of the sensors in the first subgroup and the second subgroup are $\xi$ and $\zeta$ ($\xi + \zeta = N$), respectively. Let $\delta$ be the necessary number of the sensors to add into a subgroup in that the number of the sensors is unequal to $N/2$. If $\xi < \zeta$, ($\xi = N/2 - \delta$) and ($\zeta = N/2 + \delta$), then $\delta$ sensors of the second subgroup that have the smallest distance to the first target will split into the first subgroup. In contrast, if $\xi > \zeta$, ($\xi = N/2 + \delta$) and ($\zeta = N/2 - \delta$), then $\delta$ sensors of the first subgroup that have the smallest distance to the second target will split into the second subgroup.

The developed sensor splitting algorithm is tested in the second case: a new target appears in the interval time from t=25s to t=95s while a main group is tracking a moving old target. The results of the simulations in figure 5.8 show that the developed sensor splitting algorithm is well working, the sensors are split equally into subgroups (as shown in figure 5.8, each subgroup has 15 sensors) when the new target appears at time t=25s. In contrast, when the second target disappears at time t=95s, the second subgroup, which is tracking this target, merges into the first subgroup and continues to track the first target as the members of this subgroup. This sensor merging is successful and without the collisions. However, the structure of the formation of the whole group after merging can be redesigned. Each member sensor quickly finds its neighbors, and they connect to each other in order to generate and maintain the stable and robust connections in their formation during tracking.
Figure 5.8: Snapshots of a mobile sensor network of 30 sensors that is tracking the moving targets in a dynamic environment, controlled by formation control algorithm combined with the sensor splitting/merging algorithm. The first target moves in the sine wave trajectory (red trajectory) at time $t=0s$, and the second target appears at time $t=25s$ and runs along line trajectory (green trajectory) until it disappears at time $t=95s$. The sensors in a main group are split equally into two subgroups when the second target appears.
In the general case, if we want to split $\alpha$ sensors ($\alpha = 1, 2, \ldots, \beta - 1$) from a group of $\beta$ sensors to track a new target, then we perform as follows: similar to the above developed sensor splitting method, firstly we also have to determine the number $\zeta$ of the sensors in the split subgroup. Then, we compare $\zeta$ and $\alpha$: if $\zeta < \alpha$, then $\partial$ sensors ($\zeta + \partial = \alpha$), which are close to the new target, are added into the split subgroup. On the other hand, if $\zeta > \alpha$, then $\epsilon$ sensors ($\zeta - \epsilon = \alpha$), which are close to old target, are returned into the old group. The results of the simulations in figure 5.9 have verified the effect of this approach. In this situation, we can see that four sensors are split from a group of 30 sensors in order to track a new target. This target tracking is occurring with a kept formation of four sensors until this target disappears at time $t=95s$, and then these sensors automatically rejoin their old group (subgroup 1) at which they were split when the new target appears.

Figure 5.9: Snapshots of a subgroup of four sensors which are split from a main group of 30 sensors to track a new target in the interval time $25s < t < 95s$, and return to their main group after the new target disappears at time $t=95s$ to continue to track the old target.
5.6 Conclusion

This paper has presented an approach to control a mobile sensor network to track the moving targets in a dynamic environment. In this approach, we solve two main issues: the sensor splitting and merging control when the number of the targets is changed. The free sensor merging into a group is controlled by the invariable attractive force field from the selected virtual leader in this group. In other words, under the effect of the attractive force field from the selected virtual leader, the free-sensors can easily reach the main group and become the new members in formation of this group. In contrast, subgroups will be split from the existing groups to track new targets when these new targets appear. The sensor splitting algorithm is built based on the geometry relationship between the targets and the center of the group. The members in a split subgroup will connect with their neighbors in order to generate a robust formation without collision while tracking their target. In addition, when a target disappears, the sensors that are tracking this target will automatically contribute into the nearest existing subgroup. The effectiveness of this proposed approach has been verified in simulations.

The results of the simulations have shown that this approach is one of the good control methods that can be applied to control the contribution and distribution of a mobile sensor network while tracking the dynamic targets. The sensor merging algorithm, which is built based on the energy level partitioning in the invariable attractive force field of the virtual leader, works very well. Using this control algorithm, the free-sensors can easily find and approach their group while reaching the target, and then these free-sensors will become the new member-sensors in the formation of the group. Especially, this method solves the speed problem that occurs when the free-sensors are away from their target. Furthermore, the swarm-finding of the free sensors does not influence on the target tracking of the swarm. On the other hand, the sensor splitting algorithm based on the geometry method shows that this is an active method for the sensor distribution from a main group into subgroups to track the new targets. The sensor partitioning is quickly performed at the time when a new target appears, and then the formation of these split sensors is maintained while tracking their target in a free environment until this target disappears. However, while avoiding the obstacles the formation connection of the groups are broken. In this situation, the member-sensors of these groups are distributed to the free sensors in order to easily escape the obstacles without the collision among them. After exiting the obstacles, the formation of the distributed sensors is reorganized to continue tracking their target. Moreover, the results of the simulations in figure 5.9 have also shown that the development
and application of the proposed approach for the exact sensor splitting from a main group into subgroups, such as the splitting $\alpha$ sensors from a group of $\beta$ sensors, ($\alpha = 1, 2...\beta - 1$, and $\beta \leq N$) into a subgroup, are successful.
6 Conclusion and Future Work

6.1 Conclusion

This work has presented a method for controlling the formation of autonomous robots while tracking the dynamic targets under the influence of the dynamic environment. This approach is based on the developed artificial vector fields. In this approach, the proposed artificial vector fields, which consist of the attractive, repulsive, and rotational force field, are combined with the damping term in the formation control laws in order to control the velocity, heading, connectivity, as well as the obstacle avoidance for a swarm of autonomous robots during movement. In addition, using the added rotational force field in the obstacle avoiding controller, robots can easily escape the obstacles while moving towards the target. In the preceding chapters, focuses on two main issues of formation control following the desired formations and cooperative formation control have been given.

In the first approach (formation control following the desired formations), a desired formation (for example V-shape, line or circular shape), which includes the coordinated equidistant virtual nodes, is first generated based on the relative position between the swarm’s virtual leader and the moving target. The virtual leader of the swarm is randomly chosen from a member that is closest to the target. This virtual leader plays an important role in creating and driving the formation towards the target in a stable trajectory. Hence, in undesired cases, for example, when the leader is broken or trapped in the obstacles (U-shape obstacle), a new leader is immediately chosen, so that the swarm will continue to track the target. The selected virtual leader is controlled by a global attractive potential field generated from the target in order to drive its formation on a specific trajectory towards the target. Furthermore, the motion of each robot is controlled by the artificial force fields, which include the local and global attractive potential fields surrounding the generated virtual nodes in the desired formation and the local repulsive potential field surrounding each robot. Hence, the robot always converges to a certain virtual node in the desired formation and avoids collisions with other robots simultaneously. In addition, using the repulsive vector field combined with the rotational vector field in the obstacle avoiding controller, robots can easily escape the obstacles while tracking. Using the desired position finding algorithm, robots can quickly find their desired position at the virtual nodes in the desired formation. Moreover, the influence of the noisy environment on the stability of the
formation, as well as the formation adaptation of a swarm while reaching a moving target are also studied in this topic. The results of the simulations have proved the success of the approach. Results show that the robots quickly approached the coordinated virtual nodes in the desired formation and maintained at these virtual nodes, although affected by a noisy environment. Especially, upon the use of the desired position finding algorithm, the formation of a swarm was not discrete. On overcoming the obstacle, the robots continued to approach their formation and then they found the other desired positions in the formation.

In the second approach (cooperative formation control), robots are only allowed to communicate within their neighboring relationship; however, the swarm’s cohesion must be maintained coincidentally in tracking the moving target and as well as while avoiding obstacle. Therefore, in order to perform the cooperative formation control for a swarm, the neighboring robots are first linked to each other by the proposed formation connection controller. These neighboring connections created the robust formation cohesion and avoided collisions among robots in the swarm simultaneously. Further, for the formation adaptation while passing through a narrow space among obstacles, the adaptive formation control algorithm is built based on the size change of formation. Moreover, the splitting/merging control algorithm is used to help the free robots to easily and quickly find their formation as well as to split some roots from a main group into smaller subgroups when some new targets appear. The simulations have shown that our proposed algorithms for controlling the cooperative formation have well worked, namely: the free robots have easily merged into the formation of their swarm; the formation connectivity was maintained while tracking; the formation’s size was shrunk into a smaller size while overcoming the narrow space among obstacles to maintain formation.

Finally, our proposed control algorithms are not only to control autonomous robots moving along a desired trajectory, but also to hold these robots in a specified formation without collisions during movement. Especially, using the added rotational force field in the obstacle avoiding controller, the local minima problems that still exist in the traditional potential field method have been solved.
6.2 Future work

Further studies and researches can be expanded to cooperative control in a hybrid system, cooperative learning and sensing. The first research objective is to develop a method for formation control of autonomous robots in three-dimensional space (3-D) to model swarms and allow heterogeneous swarms of aerial, ground, and underwater vehicles to combine formation together in a certain task while avoiding collisions; for example, the cooperation of the unmanned aerial vehicles with autonomous mobile robots while pursuing the moving objectives. In addition, learning and sensing can also be developed and utilized in the environment where the connectivity, the size, as well as the structure of a swarm can be improved by environmental parameters. In a multi robot network, members can learn to avoid the moving obstacles, while maintaining network connectivity and topology, aside to find a desired configuration of network. Moreover, members in a network can also sense the environmental parameters in order to perform the task of the environment estimation and mapping.
7 Appendix

7.1 Vector field

According to [96, 97], a domain in which each point is attached a vector is called a vector field. A more precise mathematical definition of a vector field is summarized below.

**Definition 7.1.** Let $D$ be a domain in $\mathbb{R}^n$ (n-dimensional space with n=2 or 3). A vector field on $D$ is a function $F$ that assigns to each point $(\xi_1, \xi_2, \ldots, \xi_n)$ in $D$ an $n$-dimensional vector $F(\xi_1, \xi_2, \ldots, \xi_n)$. That is

$$F(\xi_1, \xi_2, \ldots, \xi_n) = (f_1(\xi_1, \xi_2, \ldots, \xi_n), f_2(\xi_1, \xi_2, \ldots, \xi_n), \ldots, f_n(\xi_1, \xi_2, \ldots, \xi_n))^T$$

(7.1)

Where $f_1(\xi_1, \xi_2, \ldots, \xi_n), f_2(\xi_1, \xi_2, \ldots, \xi_n), \ldots, f_n(\xi_1, \xi_2, \ldots, \xi_n)$ are real-valued functions, and they are called the component functions. $e_1, e_2, \ldots, e_n$ are the unit vectors.

7.2 Curl of a vector field

**Definition 7.2.** Consider a vector field $F = (P, Q, R)^T$ in three dimensional space. The curl of this vector field at a point $(x, y, z)^T$ is the vector field defined by

$$\text{curl } F = \nabla \times F$$

$$= \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)^T \times (P, Q, R)^T$$

$$= \begin{vmatrix} e_x & e_y & e_z \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ P & Q & R \end{vmatrix}$$

$$= \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z} \right) e_x + \left( \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x} \right) e_y + \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) e_z$$

(7.2)
Where \( e_x, e_y, e_z \) are the unit vectors in the direction of the \( x, y, \) and \( z \) axes, respectively. The vector differential operator \( \nabla \) (read nabla or del) is described as follows

\[
\nabla = \frac{\partial}{\partial x} e_x + \frac{\partial}{\partial y} e_y + \frac{\partial}{\partial z} e_z = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)^T.
\]  

(7.3)

Similarly, we can also take curls of the plane vector fields (the vector fields in two dimensional space \( F = (P, Q)^T \)). Just assume that the first two component functions \( P \) and \( Q \) are not dependent on the \( z \) and the component function \( R \) is zero simultaneously. Then curl of plane vector fields is rewritten as follows

\[
\text{curl} \ F = \nabla \times F
\]

\[
= \left( 0, 0, -\frac{\partial Q}{\partial x} + \frac{\partial P}{\partial y} \right)^T
= \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) e_z.
\]

(7.4)

**Definition 7.3.** The vector field \( F \) is called irrotational if its curl is zero (curl \( F = (0, 0, 0)^T \)).

**Remark 7.1.** The irrotational vector field \( F = (P, Q, R)^T \) has to satisfy the following conditions in the partial derivatives of \( P, Q \) and \( R \):

\[
\frac{\partial R}{\partial y} = \frac{\partial Q}{\partial x}, \quad \frac{\partial P}{\partial z} = \frac{\partial R}{\partial x}, \quad \text{and} \quad \frac{\partial Q}{\partial x} = \frac{\partial P}{\partial y}
\]

(7.5)

**Example:** Consider the vector field as proposed in (2.21)

\[
f_{\rho}^{pr} (p_r) = w_r^{pr} e_r^{\rho} h_r^{pr}
\]

\[
= w_r^{pr} e_r^{\rho} \left( \frac{(y_r - y_o)}{\rho(p_r, p_o)}, \frac{-(x_r - x_o)}{\rho(p_r, p_o)} \right)^T
\]

\[
= \left( \frac{w_r^{pr} e_r^{\rho} (y_r - y_o)}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}}, \frac{-w_r^{pr} e_r^{\rho} (x_r - x_o)}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}} \right)^T
\]

(7.6)

\[
= \left( P(x, y), Q(x, y) \right)^T.
\]

According definition 7.2, the curl of this vector field is calculated as follows
curl \( f^\omega_r(p_r) = 0e_x + 0e_y + \left( \frac{\partial Q}{\partial x_r} - \frac{\partial P}{\partial y_r} \right) e_z \)

\[
= \left( \frac{\partial}{\partial x_r} \frac{(-w^\omega_r c^\omega_r(x_r - x_o))}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}} - \frac{\partial}{\partial y_r} \frac{w^\omega_r c^\omega_r(y_r - y_o)}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}} \right) e_z \\
= \left( -\frac{w^\omega_r c^\omega_r(y_r - y_o)^2}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}^3} + \frac{w^\omega_r c^\omega_r(x_r - x_o)^2}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}^3} \right) e_z \\
= \left( -\frac{w^\omega_r c^\omega_r}{\sqrt{(x_r - x_o)^2 + (y_r - y_o)^2}} \right) e_z. 
\]

Equation (7.7) shows that \( \text{curl} \ f^\omega_r(p_r) \neq 0 \ \forall (x_r, y_r) \neq (x_o, y_o) \), hence \( f^\omega_r(p_r) \) is a rotational vector field.

### 7.3 Gradient vector field

**Definition 7.4.** If the vector field \( F \) is defined differentiable everywhere and \( \text{curl} \ F = (0, 0, 0)^T \), then \( F \) is a gradient vector field.

**Remark 7.2.** A gradient vector field \( F \) has some corresponding potential function \( f \) such that

\[
F = \nabla f = \begin{cases} 
\left( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y} \right)^T & \text{if } f = f(x, y) \\
\left( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z} \right)^T & \text{if } f = f(x, y, z).
\end{cases}
\]

In other words, the gradient of a differentiable scalar field \( f \subset \mathbb{R}^n \) is a vector field. This vector field satisfies equation (7.8).

**Example:** Consider the scalar function \( V'_r(p_r) \) as proposed in (4.6). Taking the negative gradient of this scalar function at \( p_r \) we obtain
\[-\nabla V_i^j(p_i) = -\nabla \left( \frac{c_i^j}{2} \left( k_{ij}^\psi \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right)^2 + k_{ij}^{2\psi} (d_i^j - r_0^\alpha)^2 \right) \right) \]

\[= -c_i^j k_{ij}^\psi \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) \nabla \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) - c_i^j k_{ij}^{2\psi} (d_i^j - r_0^\alpha) \nabla (d_i^j - r_0^\alpha) \]

\[= c_i^j k_{ij}^\psi \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) \frac{1}{(d_i^j)^2} \nabla d_i^j - c_i^j k_{ij}^{2\psi} (d_i^j - r_0^\alpha) \nabla d_i^j \]

\[= \left( c_i^j k_{ij}^\psi \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) \frac{1}{(d_i^j)^2} - c_i^j k_{ij}^{2\psi} (d_i^j - r_0^\alpha) \right) \nabla d_i^j \]  \hspace{1cm} (7.9)

Where the distance between robots $i$ and $j$ is calculated as $d_i^j = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$.

Hence, we have

\[\nabla d_i^j = \nabla \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]

\[= \left( \frac{\partial}{\partial x_i} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}, \frac{\partial}{\partial y_i} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right)^T \]

\[= \left( \frac{x_i - x_j}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}, \frac{y_i - y_j}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}} \right)^T \]

\[= \frac{(p_i - p_j)}{\|p_i - p_j\|}. \]  \hspace{1cm} (7.10)

Substitute (7.10) into (7.9), we obtain

\[f_i^j(p_i) = -\nabla V_i^j(p_i) \]

\[= c_i^j \left( \frac{1}{d_i^j} - \frac{1}{r_0^\alpha} \right) k_{ij}^\psi \frac{1}{(d_i^j)^2} (d_i^j - r_0^\alpha) \frac{(p_i - p_j)}{\|p_i - p_j\|}. \]  \hspace{1cm} (7.11)

Equation (7.11) shows that the scalar function $V_i^j(p_i)$ as proposed in (4.6) is the potential function of the force field $f_i^j(p_i)$ as given in (4.7).
7.4 Proof of gravitational force field

In this subsection, we first prove that the gravitational force field (2.1) is a gradient vector field. In order to simplify the analysis, we assume that: the point mass \( m_2 \) located at the origin attracts the point mass \( m_1 \) located at \( p_1 = (x, y, z)^T \in \mathbb{R}^3/(0, 0, 0)^T \) with a force of magnitude \( F_{12} = \frac{G m_1 m_2 r}{\| r \|^3} \). Therefore, equation (2.1) can be rewrite as follows

\[
f_{12} = \frac{-G m_1 m_2}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3} (x, y, z)^T
\]

\[
= \left[ \frac{-G m_1 m_2 x}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3}, \frac{-G m_1 m_2 y}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3}, \frac{-G m_1 m_2 z}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3} \right]^T
\]

\[
= (P(x, y, z), Q(x, y, z), R(x, y, z))^T .
\]

According to definition 7.2, the curl of this force field at \( p_1 = (x, y, z)^T \) is calculated as

\[
curl f_{12} = \left( \frac{\partial R}{\partial y} - \frac{\partial Q}{\partial z}, \frac{\partial P}{\partial z} - \frac{\partial R}{\partial x}, \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right)^T
\]

\[
= (0, 0, 0)^T .
\]

Equation (7.13) shows that the force field (7.12) is a gradient vector field.

Now, in order to prove that the scalar function \( V_{12} = -\frac{G m_1 m_2}{\| r \|} \) is the potential function of the force field \( f_{12} \), we take the negative gradient of \( V_{12} \) as follows

\[
-\nabla V_{12} = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \left( \frac{G m_1 m_2}{\sqrt{x^2 + y^2 + z^2}}, \frac{G m_1 m_2 x}{\sqrt{x^2 + y^2 + z^2}}, \frac{G m_1 m_2 y}{\sqrt{x^2 + y^2 + z^2}} \right)^T
\]

\[
= \left[ \frac{-G m_1 m_2 x}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3}, \frac{-G m_1 m_2 y}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3}, \frac{-G m_1 m_2 z}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3} \right]^T
\]

\[
= \frac{-G m_1 m_2}{\left(\sqrt{x^2 + y^2 + z^2}\right)^3} (x, y, z)^T = f_{12} .
\]

Equation (7.14) shows that the scalar function \( V_{12} = -\frac{G m_1 m_2}{\| r \|} \) is the potential function of the force field \( f_{12} = -\frac{G m_1 m_2 r}{\| r \|^3} \).
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