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1 Introduction

Part-of-speech tagging is an important processing step for many natural language systems. It has been
tackled with a number of different approaches, both machine learning algorithms and methods relying
on rules that are hand crafted by human experts. This paper investigates and compares four of the
more popular machine learning approaches to POS tagging that have been implemented within the
ICOPOST toolkit [Schröder 2002] which is freely available under the GNU public license¹ from the
author’s home page at http://nats-www.informatik.uni-hamburg.de/~ingo/icopost/.

2 The task of tagging

Tagging is the task of classifying words in a natural language text with respect to a specific criterion.
Different types of tagging can be distinguished based on the specific criterion employed:

Syntactic word class: Identify the syntactic category, i.e., the part-of-speech (POS), of a word in
the context of a sentence. This helps subsequent stages of processing, e.g., parsing, because
the ambiguity is reduced from the beginning. Usually, the process only takes into account the
immediate neighborhood (but see subsequent sections).

The horse raced[/VBD? VBN?] past the barn fell.

Word sense: Identify the intended meaning of a word in a given context. A successful disambiguation
requires considering more global aspects of the utterance, e.g., what the topic of the discourse is
about.

Plants[/factory? vegetable?] are known to be dangerous.

Attachment: Identify the site in a sentence where a phrase attaches to. This usually requires syntactic
as well as semantic information. Often (at least for the purpose of an evaluation) the problem is
reduced to a binary decision.

¹See http://www.gnu.org/licenses/licenses.html.
He read the article in [/-noun?  ←verb?] the newspaper/train.

(Underspecified) syntactic parsing: This combines the task of POS tag resolution and attachment disambiguation. Either the exact position of attachment is left underspecified, i.e., only the direction of attachment is given, [Karlsson 1990; Karlsson et al. 1995; Joshi & Srinivas 1994] or a complete disambiguation is achieved [Heinecke et al. 1998; Järvinen & Tapanainen 1997; Brants, Skut & Krenn 1997].


Sentence boundary detection: The (reduced) task is to distinguish interpunctuation marks that end a sentence and those that do not.

He saw Mr. [/?EOS?] Jones surrounded by the crowd [/?EOS?]

Tagging based on syntactic word class is the most frequently encountered form of tagging in the field of natural language processing and this paper focuses on this type. It is interesting for a number of reasons:

- The problem is clearly defined and well understood.
- The task is relatively easy but hard enough. A “good” performance can already be achieved with very simple methods, but a perfect system ultimately requires complete understanding (It is said to be “AI-hard”).
- Evaluation methods and comparison measures are available.
- Because only a relatively simple annotation scheme is required, large corpora are available which make different machine learning approaches feasible.

3 Evaluation criteria

Two evaluation measures are widely used for evaluating POS taggers: precision & recall and accuracy & ambiguity.

Given a natural language text \( w_1 \ldots w_n \) with corresponding POS tags \( t_1 \ldots t_n \) which are assumed to be the “correct” tags (golden standard), a tagger can “guess” tags \( G_1 \ldots G_n, G_i = \{ g_i^1 \ldots g_i^m \} \) for the words, i.e., it suggests the (alternative) tags \( g_i^1 \ldots g_i^m \) for word \( w_i \). It is generally assumed that a tagger emits at least one guess per word, i.e., \( \forall_{i=1}^n | G_i | \geq 1 \).\(^2\) A single tag tagger outputs exactly one guess per word, i.e., \( \forall_{i=1}^n | G_i | = 1 \), while a multi tag tagger potentially emits more than one tag per word.

Precision \( pr \) and recall \( rec \) are defined as follows:

\[
pr = \frac{\# \text{correct tags}}{\# \text{emitted tags}} = \frac{\sum_{i=1}^n | G_i \cap \{ t_i \} |}{\sum_{i=1}^n | G_i |}
\]

\(^2\)Note that this must not necessarily be the best choice for a tagger since by simply omitting a difficult decision it could increase its precision measure.
\[
\text{rec} = \frac{\# \text{ correct tags}}{\# \text{ reference tags}} = \frac{\sum_{i=1}^{n} |G_i \cap \{t_i\}|}{n}
\]

Obviously, a perfect precision can be achieved by emitting no tags at all and a perfect recall is possible by always emitting all possible tags. The goal is to achieve both a high precision and a high recall.

An alternative measure that we will use in this paper is accuracy and ambiguity. Since standard taggers are single tag tagger, i.e., they output exactly one tag per word, one often reports accuracy \(\text{acc}\) that is defined as recall above. For the special case of single tag taggers the definition can be simplified:

\[
\text{acc}_{\text{single}} = \frac{\# \text{ correct tags}}{\# \text{ reference tags}} = \frac{\sum_{i=1}^{n} G_i = \{t_i\}}{n}
\]

Ambiguity \(\text{amb}\) is defined as follows:

\[
\text{amb} = \frac{\# \text{ emitted tags}}{\# \text{ reference tags}} = \frac{\sum_{i=1}^{n} |G_i|}{n}
\]

For single tag taggers the ambiguity is always one by definition. When we report accuracies but no ambiguity values in the following sections, it is implied that we are talking about single tag taggers.

## 4 The corpora used

For all evaluations in this report we use one or both of two natural language corpora. This section briefly introduces both of them.

### 4.1 NEGRA corpus

The NEGRA corpus version 2.0 [Skut et al. 1997] consists of German sentences taken from the newspaper “Frankfurter Rundschau” annotated with POS tags, morphological information as well as discontinuous phrase structure trees. Only the tags have been used in this work.

The tagset consists of 55 tags and is largely identical to the Stuttgart-Tübingen tag set [Schiller et al. 1995, STTS].

Here is an example:

```
$/$/ .Sex/FM Sells/FM $$/ ., das/PDS wissen/VVFIN die/ART Marketing-Strategen/NN
nicht/PTKNEG erst/ADV seit/APPB Madonna/NE ./$/.
```

Table 1 contains some corpus statistics.

The pseudo word ‘-‘ (two hyphens) has seven tags. However, it is not a real word but used to represent words obviously omitted in the corpus.
<table>
<thead>
<tr>
<th>#tags</th>
<th>#types</th>
<th>%types</th>
<th>#tokens</th>
<th>%tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49,189</td>
<td>95.93%</td>
<td>238,545</td>
<td>67.17%</td>
</tr>
<tr>
<td>2</td>
<td>1,884</td>
<td>3.67%</td>
<td>45,586</td>
<td>12.83%</td>
</tr>
<tr>
<td>3</td>
<td>164</td>
<td>0.32%</td>
<td>46,789</td>
<td>13.17%</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>0.06%</td>
<td>20,090</td>
<td>5.65%</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.002%</td>
<td>2,715</td>
<td>0.76%</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.002%</td>
<td>1,363</td>
<td>0.38%</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.002%</td>
<td>8</td>
<td>0.002%</td>
</tr>
<tr>
<td>Σ</td>
<td>51,272</td>
<td>100.00%</td>
<td>355,096</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 1: Corpus statistics for the NEGRA corpus version 2.

<table>
<thead>
<tr>
<th>Bontros</th>
<th>Ghali nimmt an den Gesprächen teil .</th>
<th>APPR ART NN PTKVZ $.</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td>NE NE VVFIN</td>
<td></td>
</tr>
<tr>
<td>PDAT</td>
<td>Zurückhaltung kommt an in Langenhain .</td>
<td></td>
</tr>
<tr>
<td>Die war von Beginn VAFIN APPR NN</td>
<td>APPR NE §.</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>VAFIN APPO NN</td>
<td></td>
</tr>
<tr>
<td>Vom 15. August</td>
<td>an nimmt Anmeldungen entgegen .</td>
<td></td>
</tr>
<tr>
<td>APPRART</td>
<td>ADJA NN APPPO VVFIN NN PTKVZ §.</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>VMFIN ADV</td>
<td></td>
</tr>
<tr>
<td>Und wie die Probleme</td>
<td>an besten formuliert werden können .</td>
<td></td>
</tr>
<tr>
<td>KON</td>
<td>PWAV ART NN PTKA ADJA VVPP VMFIN §.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Example concordances for 'an'.

The most ambiguous real word is `an`. It is used as a preposition (APPR 77.5%), a separable verb prefix (PTKVZ 18.1%), the second part of a circumposition (APPO 3.8%), a postposition (APPO 5 times), an adverb (ADV once) and a particle for the comparative (PTKA once). The readings as postposition are probably annotation mistakes. The particle for the comparative is a typo in the corpus (`an besten' instead of `am besten') (cf. Table 2).

Figure 1 shows the percentage of unknown words and the dictionary size depending on the number of tokens already seen. The statistics has been gathered from the German data of the ‘European Corpus Initiative Multilingual Corpus I’ of which the NEGRA corpus is a subcorpus. It can be observed that the unknown word rate converges to about two percent. Occasional down peaks are due to the local homogenity of subcorpora; up peaks occur between subcorpora. The rate of growth for the number of encountered words is almost constant after about two million words. This rejects the hypothesis that a large enough dictionary is sufficient to overcome the problem of unknown words.

4.2 Wall Street Journal corpus

Here is an example. Note that the period is used both as a word and as a part-of-speech tag.

There/EX were/VBD many/JJ pioneer/NN PC/NN contributors/NNS ./.

<table>
<thead>
<tr>
<th>#tags</th>
<th>#type</th>
<th>%type</th>
<th>#token</th>
<th>%token</th>
<th>- no. of sentences: 56,762</th>
<th>- no. of word tokens: 1,289,201</th>
<th>- no. of word types: 51,456</th>
<th>- average sentence length: 22.66</th>
<th>- no. of part-of-speech tags: 45</th>
<th>- mean lexical tag ambiguity: 2.32</th>
<th>- tag unigram cross entropy: 4.33</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44,431</td>
<td>86.348%</td>
<td>577,419</td>
<td>44.789%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5,634</td>
<td>10.949%</td>
<td>268,422</td>
<td>20.821%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1,203</td>
<td>2.338%</td>
<td>236,128</td>
<td>18.316%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>0.264%</td>
<td>34,773</td>
<td>2.697%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>0.072%</td>
<td>32,214</td>
<td>2.499%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>0.025%</td>
<td>113,344</td>
<td>8.792%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0.004%</td>
<td>26,901</td>
<td>2.087%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Σ</td>
<td>51,456</td>
<td>100.000%</td>
<td>1,289,201</td>
<td>100.000%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Corpus statistics for the WSJ corpus.

Table 3 contains some corpus statistics. This corpus if compared to the NEGRA corpus has a higher mean lexical tag ambiguity which seems logical because German has a richer morphology leading to more word forms per base form.
The two most ambiguous words are 'a' and 'down'. 'a' is most often used as an article DT (99.89%) but also occurs as a symbol SYM, foreign word FW, singular proper noun NNP, adjective JJ, list item marker LS and preposition IN. The tags for 'down' are more evenly distributed. It is tagged as adverb RB (49.19%), preposition IN (29.15%), particle RP (19.85%), adjective JJ, singular or mass noun NN, non-3rd singular present verb VBP and comparative adverb RBR (cf. Table 4).

| On the week, | UAL was down nearly 40% | RN RN CD NN |
| By 10:30 a.m. the Dow was down 62.70 | RN CD |
| He will keep the ball down, move it around | RN PRP |
| the first of five or six down quarters | JJ NN$ |
| ... buyers could n't put their down payment on a charge card | MD RB VB PRP$ |
| ... the company shuts down operations | DT NN NNS |
| Texas Instruments went down 2 1/8 to | NNP NNP VBD RBR CD CD TO |

Table 4: Example concordances for 'down'.

5 Tagging Paradigms

Quite a few different approaches to tagging have been developed:

Manual finite state rules are converted to finite-state machines [Voutilainen 1995] that consume the sequence of words and emit part-of-speech symbols. They can be implemented to run efficiently but require human expertise to write the rules. Samuelsson & Voutilainen [1997] compared such an approach to a statistical HMM tagger and reported that the manual tagger performs at least one magnitude better than the statistical one.

Neural networks are potential candidates for the classification task since they learn abstractions from examples [Schmid 1994a].

Decision trees are classification devices based on hierarchical clusters of questions. They have been used for natural language processing, e.g., for POS tagging [Magerman 1995; Schmid 1994b].

(Hidden) Markov models are the dominant model for speech recognition [Jelinek 1990], and also lend themselves to POS tagging where states correspond to (tuples of) tags and words are output symbols (cf. Section 5.1).

Maximum entropy models [Ratnaparkhi 1997b] avoid certain problems of statistical interdependence and have proven successful for tasks such as parsing and POS tagging (cf. Section 5.2).

Error-driven transformation-based learning derives transformation rules from intermediate classifications of the training set. During tagging, the rules are successively applied (cf. Section 5.3).
**Example-based techniques** find the training instance that is most similar to the current problem instance and assumes the same class for the new problem instance as for the similar one (cf. Section 5.4).

In this paper, we will present implementations for the last four paradigms and suggest different ways for combination to overcome certain shortcomings of the individual approaches.

### 5.1 Markov Models

(Hidden) Markov models (HMM) are stochastic finite-state automata with probabilities for the transitions between states and for the emission of symbols from the states [Rabiner 1990].

The forward-backward algorithm [Cutting et al. 1992; Charniak 1993; DeRose 1988] is used for unsupervised learning and relative frequencies can be used for supervised learning [Brants 2000]. The Viterbi algorithm is often used to find the most likely sequence of states for a given sequence of output symbols.

#### 5.1.1 Background

Our presentation and implementation follow Brants [2000].

For presentation purposes, we assume a trigram model here, i.e., a Markov state is represented by a pair of tags.

Given a sequence of words $w_1...w_n$, we are looking for the sequence of tags $T^*$ that maximizes the probability that the words are emitted by the model, i.e., we select the single most probable path (the Viterbi path) through the model. Merialdo [1994] shows that – in theory – the Viterbi criterion optimizes sentence accuracy while the maximum likelihood criterion\(^3\) optimizes word accuracy. Although the evaluation of taggers is usually done at word level, the Viterbi algorithm is most often employed because (a) it leads to consistent tag sequences, (b) it is easier to implement, (c) it is more efficient and (d) the difference in accuracy at word level is negligible.

$$T^* = \arg \max_{t_1...t_n} \prod_{i=1}^{n} P(t_i|t_{i-1}...t_1) \cdot P(w_i|t_i...t_1)$$

\(^3\)The maximum likelihood criterion selects the most probable tag for each word individually by summing over all paths through the model.

$$T^* = t_1^*, ..., t_n^*$$

$$t_i^* = \arg \max_t \sum_{t_{i-1},...,t_{i+1}} \prod_{j=1}^{n} P(t_j|t_{j-1}...t_{j-2}) \cdot P(w_j|t_j)$$

The *forward-backward algorithm* [Manning & Schütze 2000; Krenn & Samuelsson 1996] can be used to efficiently compute the most probable tag for each word.
Equation 1 uses the Markov assumptions that the transition and output probabilities only depend on the current state but not on earlier states.

The transition probabilities are estimated from the relative frequencies (Equations 2 to 4) and smoothed using deleted interpolation (Equation 5).

\[
\hat{P}(t_k) = \frac{f(t_k)}{N} \tag{2}
\]

\[
\hat{P}(t_k|t_j) = \frac{f(t_j, t_k)}{f(t_j)} \tag{3}
\]

\[
\hat{P}(t_k|t_i, t_j) = \frac{f(t_i, t_j, t_k)}{f(t_i, t_j)} \tag{4}
\]

\[
P(t_i|t_{i-1}t_{i-2}) = \lambda_1 \hat{P}(t_i) + \lambda_2 \hat{P}(t_i|t_{i-1}) + \lambda_3 \hat{P}(t_i|t_{i-2}t_{i-1}) \tag{5}
\]

Lexical (output) probabilities are estimated using relative frequencies for known words (Equation 6). For unknown words, a successive abstraction scheme is employed which looks at successively shorter suffixes (Equations 7 to 9). We (again) borrow the calculation of the parameter \( \theta \) from Brants [2000] and use a single context-independent value.

\[
\hat{P}(w|t) = \frac{f(w, t)}{f(t)} \tag{6}
\]

\[
\hat{P}(t|c_{n-i+1}...c_n) = \frac{f(t, c_{n-i+1}...c_n)}{f(c_{n-i+1}...c_n)} \tag{7}
\]

\[
P(t) = \hat{P}(t) \tag{8}
\]

\[
P(t|c_{n-i+1}...c_n) = \frac{\hat{P}(t|c_{n-i+1}...c_n) + \theta P(t|c_{n-i+2}...c_n)}{1 + \theta} \tag{9}
\]

5.1.2 Implementation

Our implementation T3 [Schröder 2002] consists of approximately 1350 lines of C code and processes typically 5000 words/second.

TnT is a similar, probably more sophisticated implementation by Thorsten Brants. It is available free of charge for research purposes from \texttt{http://www.coli.uni-sb.de/~thorsten/tnt/}.

5.1.3 Evaluation

Training set size Figure 2 graphically illustrates the run of the accuracy curves for the achieved accuracies for all words, known words only and unknown words only on the NEGRA and the WSJ corpora depending on the size of the training set. All numbers have been ten-fold cross-validated.
Summary Table 5 summarizes the achieved tagging accuracies (ten-fold cross-validated) on the NEGRA and the WSJ corpora. The performance of 96.83% (NEGRA) and 96.52% (WSJ) word accuracy are comparable to the best results reported by other researchers, for instance those reported by Brants [2000].

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Sentences</th>
<th>All words</th>
<th>Known words</th>
<th>Unknown words</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>SD</td>
<td>Acc.</td>
<td>SD</td>
</tr>
<tr>
<td>NEGRA</td>
<td>63.41</td>
<td>0.876</td>
<td>96.83</td>
<td>0.097</td>
</tr>
<tr>
<td>WSJ</td>
<td>50.56</td>
<td>0.573</td>
<td>96.52</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Table 5: T3: Ten-fold cross-validated tagging results.

5.2 Maximum Entropy Models

Maximum entropy (ME) models are a probabilistic framework for machine learning [Ratnaparkhi 1997b].

Ratnaparkhi [1998a] is the major researcher who applied ME models to natural language processing problems: POS tagging [Ratnaparkhi 1996], prepositional phrase attachment [Ratnaparkhi, Reynar & Roukos 1994; Ratnaparkhi 1998b] and parsing [Ratnaparkhi, Roukos & Ward 1994; Ratnaparkhi 1997a].

5.2.1 Background

Intuitively but also from a theoretical point of view, it can be argued that if we have certain information (e.g., example outcomes) about a probability distribution, we should choose the “simplest” distribution that fits that information.
“We shall not make any additional assumptions besides the explicit ones. From all admissible probability distributions, the one that maximizes the entropy (or "uncertainty") is the most appropriate choice.”

— Ratnaparkhi [1998a]

Throwing a dice is a simple example. If we observe the 10 outcomes 1, 5, 1, 5, 1, 3, 1 and 5, then the “best estimation” of the probability distribution is \( p(1) = 0.5, p(3) = 0.1 \) and \( p(5) = 0.4 \) because this distribution does not assume anything beyond the observation, e.g., that the dice might be fair or that the probability of an even number is non-zero. Of course, this example simplifies matters; with only 10 outcomes no statistical generalization should be made.

Equation 10 formalizes this Principle of Maximum Entropy.

\[
p^* = \arg \max_{p \in \mathcal{P}} H(p) \quad \text{with} \quad H(p) = -\sum_{a,b} \hat{p}(b)p(a|b) \log p(a|b)
\]

We model our expectations using contextual predicates and features. Given a set of possible contexts \( \mathcal{B} \) and a set a outcomes \( \mathcal{A} \) (or classes), our training set looks like this: \( \mathcal{T} = \{ (a_1, b_1), \ldots, (a_N, b_N) \} \) with \( a_i \in \mathcal{A} \) and \( b_i \in \mathcal{B} \). Contextual predicates have the form \( cp : \mathcal{B} \mapsto \{0, 1\} \) and features map pairs of outcome and context to true and false: \( f : \mathcal{A} \times \mathcal{B} \mapsto \{0, 1\} \). For our purpose, a form as in Equation 11 suggests itself.

\[
f_{cp,a'}(a, b) = \begin{cases} 
1 & : \text{if } a = a' \text{ and } cp(b) = 1 \\
0 & : \text{otherwise}
\end{cases}
\]

As a set \( \mathcal{P} \) of base distributions, we use an exponential model with parameters \( \alpha_j \) for each feature \( f_j \).

\[
p(a|b) = \frac{1}{Z(b)} \prod_{j=1}^{k} \alpha_j^{f_j(a,b)} \quad \text{with normalization} \quad Z(b) = \sum_{a} \prod_{j=1}^{k} \alpha_j^{f_j(a,b)}
\]

The subset \( P \subset \mathcal{P} \) of all exponential distributions \( \mathcal{P} \) satisfies our expectations, i.e., the empirical feature expectations \( E_p f_j \) equal the model expectations \( E_p f_j \).

\[
P = \{ p | E_p f_j = E_p f_j, 1 \leq j \leq k \} \quad \text{with}
\]

\[
E_p f_j = \sum_{a,b} \hat{p}(a,b) f_j(a,b) = \frac{1}{N} \sum_{i=1}^{N} f_j(a_i, b_i) \quad \text{and} \quad E_p f_j = \sum_{a,b} \hat{p}(b)p(a|b)f_j(a,b)
\]

Generalized Iterative Scaling is an iterative algorithm that adjusts the parameters \( \alpha_j \) and guarantees a non-negative improvement at each iteration.

\[
\alpha_j^{(0)} = 1.0 \quad \text{and} \quad \alpha_j^{(n+1)} = \alpha_j^{(n)} \left( \frac{E_p f_j}{E_{p^{(n)}} f_j} \right)^{1/C} \quad \text{with}
\]

\[
E_{p^{(n)}} f_j = \sum_{a,b} \hat{p}(b)p^{(n)}(a|b)f_j(a,b) \quad \text{and} \quad p^{(n)}(a|b) = \frac{1}{Z(b)} \prod_{j=1}^{k} \alpha_j^{(n)f_j(a,b)}
\]

\( C \) is a correction constant and defined as the maximum number of active features in the training set \( \mathcal{T} \):

\[
C = \max_{(a,b) \in \mathcal{T}} \sum_{j=1}^{k} f_j(a,b)
\]
5.2 Maximum Entropy Models

5.2.2 Implementation

Our implementation MET [Schröder 2002] consists of approximately 2000 lines of C code.

Ratnaparkhi [1996] offers Java classes of his implementation MXPOST. There also exists a free Java implementation that is available from http://maxent.sourceforge.net.

5.2.3 Evaluation

Case sensitivity  Switching from a case-insensitive lexicon to a case-sensitive lexicon results in an increase in tagging accuracy from 96.19\% to 96.76\% (ten-fold cross-validated) on the NEGRA corpus.

Number of iterations  Figure 3 gives the achieved accuracy (not cross-validated) on the NEGRA corpus depending on the number of iterations the training was run. Although in this case a small improvement was achieved even after 100 iterations this must not always be the case. On a different test set the accuracy actually decreased when more than 100 iterations were used. Therefore we generally limit the training to 100 iterations.

![Figure 3: MET: Accuracy on NEGRA test set depending on number of iterations.](image)

Size of training set  Table 6 summarizes how the accuracy depends on the training set size (not cross-validated).

<table>
<thead>
<tr>
<th>Training [%]</th>
<th>10.0</th>
<th>19.9</th>
<th>29.8</th>
<th>39.9</th>
<th>50.0</th>
<th>60.0</th>
<th>70.0</th>
<th>79.9</th>
<th>90.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training [words]</td>
<td>12935</td>
<td>25705</td>
<td>38407</td>
<td>51404</td>
<td>64407</td>
<td>77304</td>
<td>90208</td>
<td>103089</td>
<td>115999</td>
</tr>
<tr>
<td>Sentence</td>
<td>41.25</td>
<td>45.39</td>
<td>48.09</td>
<td>49.32</td>
<td>50.50</td>
<td>51.12</td>
<td>52.02</td>
<td>52.81</td>
<td>53.73</td>
</tr>
<tr>
<td>All words</td>
<td>93.36</td>
<td>95.05</td>
<td>96.25</td>
<td>96.43</td>
<td>96.52</td>
<td>96.38</td>
<td>96.65</td>
<td>96.73</td>
<td>96.82</td>
</tr>
<tr>
<td>Known words</td>
<td>96.30</td>
<td>96.55</td>
<td>96.74</td>
<td>96.85</td>
<td>96.88</td>
<td>96.91</td>
<td>96.95</td>
<td>97.02</td>
<td>97.08</td>
</tr>
<tr>
<td>Unknown words</td>
<td>83.06</td>
<td>83.95</td>
<td>84.13</td>
<td>84.11</td>
<td>84.54</td>
<td>84.17</td>
<td>84.11</td>
<td>83.90</td>
<td>83.89</td>
</tr>
</tbody>
</table>

Table 6: MET: Accuracy on WSJ depending on training set size.
Summary Table 7 summarizes the achieved tagging accuracies (ten-fold cross-validated) on the NEGRA and the WSJ corpora.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Sentences</th>
<th>All words</th>
<th>Known words</th>
<th>Unknown words</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc. SD</td>
<td>Acc. SD</td>
<td>Acc. SD</td>
<td>Acc. SD</td>
</tr>
<tr>
<td>NEGRA</td>
<td>62.72 1.033</td>
<td>96.76 0.117</td>
<td>97.54 0.084</td>
<td>89.23 0.805</td>
</tr>
<tr>
<td>WSJ</td>
<td>53.49 0.385</td>
<td>96.82 0.038</td>
<td>97.08 0.040</td>
<td>83.62 0.866</td>
</tr>
</tbody>
</table>

Table 7: MET: Ten-fold cross-validated tagging results.

5.3 Error-driven Transformation-based Learning

Error-driven transformation-based learning (EDTBL) is a machine learning framework where a sequence of transformation rules is derived that successively improves an initially naïve classification [Brill 1993].

The approach is appealing for a number of reasons. First, it is simple so that it is easily understood and implemented (at least in its simplest form). Second, a model consists of a relatively small set of rules (instead of hundreds or thousands of numerical parameters) that can be interpreted by human experts. And third, the classification is simple and efficient since one only has to apply the learned rules to the new problem instance.

It has (at least) been applied to NLP tasks such as POS tagging [Brill 1995; Brill 1997], prepositional phrase attachment disambiguation [Brill & Resnik 1994] and parsing [Brill 1996].

5.3.1 Background

One of the advantages of EDTBL is that it is a greedy algorithm that is not based on probability models, i.e., it is easier to understand and less error-prone in implementation.

Given a training set $T = \{ (w_1, t_1), ..., (w_n, t_n) \}$ each sample $\langle w_i, t_i \rangle$ is initially tagged with an arbitrary class $g_i$: $\langle w_i, g_i, t_i \rangle$. This initial classification can be completely uninformed, e.g., all samples receive the first tag in the tagset, but better results can be achieved if, for instance, known words are tagged with their most likely tag and unknown words with the most likely tag.

A set of rule templates $\{ R_1 ... R_r \}$ determines which transformation rules are considered. Of course, simple templates lead to simple rules that can efficiently be tested but lack context sensitivity; the opposite holds for complex templates.

Let $r_i^j$ be the rule that results from template $R_j$ when instantiated at the position $i$, i.e., at sample $\langle w_i, g_i, t_i \rangle$. Let $g(r_i^j)$ be the number of samples where rule $r_i^j$ changes the guess $g_k$ to the correct tag $t_k$; similarly, $b(r_i^j)$ is the number of samples where the rule changes the guess from the correct tag to a wrong one.

At each iteration, the learning algorithm selects the rule $r^*$ with maximum score, outputs it and applies it to the training corpus.
5.3 Error-driven Transformation-based Learning

\[ r^* = \arg \max_{r_i^j} g(r_i^j) - b(r_i^j) \]

The learning stops when the best rules’ score drops below a certain threshold.
Classification simply involves the same kind of initial naïve tagging and successive rule application.

5.3.2 Implementation

Our implementation TBT [Schröder 2002] consists of approximately 2000 lines of C code and is relatively straight-forward but not terribly efficient.

5.3.3 Evaluation

Splitting of the training set  During training the training set has to be split yet another time into the portion from which the lexicon is generated and the portion from which the rules are learned. Table 8 gives results on a separate test set with different relations between the sizes of the two portions. Although the trend is not monotonic, it seems as if the best results can be achieved when leaving the major part of the training set for learning the actual rules.

<table>
<thead>
<tr>
<th>Portion [%]</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>test</td>
<td>lexicon</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 8: TBT: Accuracy on NEGRA depending on split of training set.

Number of rule applications  Figure 4 shows how the accuracy on a test set and the training test (not cross-validated) evolves when more and more rules are applied. It can be observed that the quality is still improving when the last rules are applied. This can be a hint that the training has been aborted too early since typical quality curves on a test set show a slight degradation for the final rules.4

It can be observed the during training the accuracy strictly increases when a rule is applied. This is not strictly true when the test set is tagged or when a deviating lexicon or parameter set is chosen for the training set. Nevertheless it is obvious that the degradation is minimal. It can also clearly be seen that rules 595 (NEGRA) and 519 (WSJ) are the last rules for unknown words; after that the context rules have been learned which give the accuracy curve a second boost.

---

4Training has been stopped after the best improvement was less than five counts.
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Figure 4: TBT: Accuracy depending on number of rules applied. ‘exact training set’ means that the same lexicon and the same parameters as during the training are used; ‘training set’ means full training lexicon and test set parameters; ‘test set’ means full training lexicon and test set parameters.

Summary Table 9 summarizes the achieved tagging accuracies (ten-fold cross-validated) on the NEGRA and the WSJ corpora.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Sentences Acc.</th>
<th>All words Acc.</th>
<th>Known words Acc.</th>
<th>Unknown words Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SD</td>
<td>SD</td>
<td>SD</td>
<td>SD</td>
</tr>
<tr>
<td>NEGRA</td>
<td>57.91 1.115</td>
<td>96.08 0.117</td>
<td>97.08 0.120</td>
<td>86.42 0.648</td>
</tr>
<tr>
<td>WSJ</td>
<td>48.58 1.647</td>
<td>96.27 0.140</td>
<td>96.57 0.136</td>
<td>81.30 0.931</td>
</tr>
</tbody>
</table>

Table 9: TBT: Ten-fold cross-validated tagging results.

5.4 Example-based Models

Example-based models (also called memory-based, instance-based or distance-based) are based on the assumption that cognitive behavior can be achieved by looking at past experiences that resemble the current problem rather than learning and applying abstract rules.

Daelemans et al. [1996] applied the framework to the problem of POS tagging and later compared the performance to that of other taggers [Zavrel & Daelemans 1999].

5.4.1 Background

Problem instances are characterized by a set of features $f_1, ..., f_m$. Each feature $f_i$ can take a value $v_i^j$ from the set of admissible values for that feature $V_i = \{v_i^1, ..., v_i^m\}$.

The idea behind memory-based models is to simply store all problem instances including the correct classification (or a compact representation) from the training set. During classification one or more
instances that are similar to the new problem instance are retrieved from the instance base and used to predict the classification \((k\text{-nearest neighbor})\). The distance \(\Delta(X, Y)\) of two problem instances is often defined as the weighted sum of the distances of the corresponding feature values.

\[
\Delta(X, Y) = \sum_{i=1}^{n} \phi_i \cdot \delta_i(X, Y)
\]

The distance between feature values is simply one if the values are equal and zero otherwise since in our domain the values are discrete.

\[
\delta_i(X, Y) = \begin{cases} 
1 & : \text{if } f_i(X) = f_i(Y) \\
0 & : \text{otherwise}
\end{cases}
\]

(13)

The feature weights \(\phi_i\) denote the importance of the feature for the classification task.

Entropy \(H(T)\) (or uncertainty) of a set of problem instances is the average number of bits required to encode the classification.

\[
H(T) = - \sum_{t \in T} p(t) \cdot \log p(t)
\]

Information gain \(IG\) is the difference in entropy before and after the value of a feature is known and can serve as a feature weight since features that contribute substantially to the disambiguation process have a huge information gain.

Let \(T\) be the training set and \(T_{f_i = v_i^j} \subset T\) be the subset where the feature \(f_i\) has a value \(v_i^j\).

\[
IG(T, f_i) = H(T) - \sum_{v_i^j \in V_i} \frac{|T_{f_i = v_i^j}|}{|T|} \cdot \log \frac{|T_{f_i = v_i^j}|}{|T|}
\]

If the number of values varies greatly among the features the measure of information gain prefers those features with a lot of values. Therefore, we use the gain ratio \(GR\) measure as a feature weight in these cases which is the ratio of information gain and split information \(SI\).

\[
SI(T, f_i) = \sum_{v_i^j \in V_i} \frac{|T_{f_i = v_i^j}|}{|T|} \cdot \log \frac{|T_{f_i = v_i^j}|}{|T|}
\]

\[
\phi_i = GR(T, f_i) = \frac{IG(T, f_i)}{SI(T, f_i)}
\]

During classification of a new problem instance \(i\) the training instance \(t \in T\) with the smallest distance \(\Delta(t, i)\) is retrieved from the case base and the classification of \(t\) is predicted as a class for \(i\).
The main problem for a memory-based classifier is that for each new task it has to search the whole instance base to find the closest match. To overcome this efficiency problem the instance base can be converted to a tree where each level corresponds to a feature and each branch on one level to a feature value [Daelemans, van den Bosch & Weijters 1997]. The features with higher weights are at the top of the tree. Standard tree search techniques, e.g., branch & bound, can be employed to find a minimal distance instance more quickly. [Zavrel & Daelemans 1999] showed that even the relative rough approximation where only a single path is followed in the tree (without backtracking) gives good results as long as the weights of the features are different enough.

5.4.2 Implementation

Our implementation ET [Schröder 2002] consists of less than 1000 lines of C code.


5.4.3 Evaluation

Size of training set  Figure 5 shows how the accuracy depends on the size of the training set. Note that the results for unknown words on the WSJ corpus are within a one percent range (77.3% to 78.3%). A further difference is that closed class categories have been excluded for unknown word on the NEGRA corpus but not the WSJ corpus.

![Figure 5: ET: Accuracy depending on training set size.](image)

Summary  Table 10 summarizes the achieved accuracies on the NEGRA and the WSJ corpus.
6 Comparison of tagging paradigms

Different POS tagging paradigm have already been compared several times, for instance for Swedish [Megyesi 2001] and Slovene [Džeroski, Erjavec & Zavrel 2000]. However, for the first time several approaches have been completely re-implemented in a uniform framework and made freely available.

Table 11 summarizes the achieved accuracy results for the two corpora and four taggers plus a baseline which outputs the most probable lexical tag for known words and the unique most probable tag for unknown words.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Tagger</th>
<th>Sent.</th>
<th>All</th>
<th>Known</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEGRA</td>
<td>Baseline</td>
<td>31.80</td>
<td>90.98</td>
<td>94.99</td>
<td>52.36</td>
</tr>
<tr>
<td></td>
<td>T3</td>
<td>63.41</td>
<td>96.83</td>
<td>97.95</td>
<td>85.06</td>
</tr>
<tr>
<td></td>
<td>MET</td>
<td>62.72</td>
<td>96.76</td>
<td>97.54</td>
<td>89.23</td>
</tr>
<tr>
<td></td>
<td>TBT</td>
<td>57.91</td>
<td>96.08</td>
<td>97.08</td>
<td>86.42</td>
</tr>
<tr>
<td></td>
<td>ET</td>
<td>55.82</td>
<td>95.84</td>
<td>97.37</td>
<td>81.10</td>
</tr>
<tr>
<td>WSJ</td>
<td>Baseline</td>
<td>25.05</td>
<td>92.57</td>
<td>94.11</td>
<td>15.87</td>
</tr>
<tr>
<td></td>
<td>T3</td>
<td>50.56</td>
<td>96.52</td>
<td>96.89</td>
<td>77.88</td>
</tr>
<tr>
<td></td>
<td>MET</td>
<td>53.49</td>
<td>96.82</td>
<td>97.08</td>
<td>83.62</td>
</tr>
<tr>
<td></td>
<td>TBT</td>
<td>48.58</td>
<td>96.27</td>
<td>96.57</td>
<td>81.30</td>
</tr>
<tr>
<td></td>
<td>ET</td>
<td>47.20</td>
<td>96.14</td>
<td>96.50</td>
<td>78.18</td>
</tr>
</tbody>
</table>

Table 11: Comparison of tagging accuracy.

Table 12 summarizes advantages and disadvantages for the taggers.

<table>
<thead>
<tr>
<th>Tagger</th>
<th>Efficiency training</th>
<th>Efficiency tagging</th>
<th>Perspicuous model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>T3</td>
<td>++</td>
<td>++</td>
<td>-</td>
</tr>
<tr>
<td>MET</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>TBT</td>
<td>--</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>ET</td>
<td>-</td>
<td>--/+</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 12: Characterization of taggers.
7 Parallel combination

The principle of structural redundancy states that a combination of $n$ functional equivalent (but ideally internally different) components can fulfill a task more robustly and more accurately. Having available different machine learning methods for the same task, i.e., POS tagging in this case, it is only a small step to exploit this principle.

Two principal architectures (cf. Figure 6) lend themselves to combining classifiers: parallel and sequential. In a parallel configuration all methods classify the problem at hand and an additional arbitration mechanism is used to compute the overall result from the intermediate separate results. Actually, the parallel combination of different POS taggers has been studied quite extensively, for instance by van Halteren, Zavrel & Daelemans [2001]. The sequential configuration will be discussed in the next section.

![Diagram of parallel and sequential combination of POS taggers](image)

(a) parallel

(b) sequential

Figure 6: Parallel and sequential combination of POS taggers.
5.4 Example-based Models

Parallel architectures have been studied both theoretically and practically under the keyword ensembles of classifiers [Hansen & Salamon 1990; Dietterich 1997]. Two prerequisites for the success of a (weighted) majority voter in a parallel architecture have been identified:

- The individual components must make somewhat different errors, i.e., there exists a certain potential for mutual compensation of errors.

- The individual classifiers must have an error rate smaller than 50%.

The latter condition is generally satisfied for the problem of POS tagging. The former can be verified using the complementary error rate as suggested by Brill & Wu [1998].

\[
\text{comp}(A, B) = 1 - \frac{\# \text{common errors of } A \text{ and } B}{\# \text{errors in } A}
\]

The (asymmetrical) complementary error rate \( \text{comp}(A, B) \) of two classifiers \( A \) and \( B \) is the percentage of time when classifier \( A \) is wrong that classifier \( B \) is correct. Two identical classifiers have a complementary error rate of zero. If \( B \) gets all error cases of \( A \) correct the complementary error rate is one. Table 13 lists the complementary error rate for the taggers discussed and evaluated in this paper. Obviously, the different taggers make sufficiently different errors.

<table>
<thead>
<tr>
<th>( \text{comp}(A, B) ) [%]</th>
<th>T3</th>
<th>MET</th>
<th>TBT</th>
<th>ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>39.20</td>
<td>42.98</td>
<td>35.97</td>
<td></td>
</tr>
<tr>
<td>MET</td>
<td>40.48</td>
<td>42.51</td>
<td>39.61</td>
<td></td>
</tr>
<tr>
<td>TBT</td>
<td>53.82</td>
<td>52.43</td>
<td>44.13</td>
<td></td>
</tr>
<tr>
<td>ET</td>
<td>50.86</td>
<td>52.62</td>
<td>47.03</td>
<td></td>
</tr>
</tbody>
</table>

(a) NEGRA

<table>
<thead>
<tr>
<th>( \text{comp}(A, B) ) [%]</th>
<th>T3</th>
<th>MET</th>
<th>TBT</th>
<th>ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>37.69</td>
<td>39.03</td>
<td>37.75</td>
<td></td>
</tr>
<tr>
<td>MET</td>
<td>31.84</td>
<td>37.48</td>
<td>35.67</td>
<td></td>
</tr>
<tr>
<td>TBT</td>
<td>43.03</td>
<td>46.58</td>
<td>37.82</td>
<td></td>
</tr>
<tr>
<td>ET</td>
<td>43.93</td>
<td>47.02</td>
<td>40.07</td>
<td></td>
</tr>
</tbody>
</table>

(b) WSJ

Table 13: Complementary error rate of taggers.

A number of advantages have been identified for a parallel architecture which are discussed in the following sections.
<table>
<thead>
<tr>
<th>No. of taggers</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>92.79</td>
<td>3.67</td>
<td>1.34</td>
<td>0.99</td>
<td>1.22</td>
</tr>
<tr>
<td>Accumulated correct</td>
<td>92.79</td>
<td>96.46</td>
<td>97.80</td>
<td>98.78</td>
<td>100.00</td>
</tr>
<tr>
<td>Tag ambiguity</td>
<td>0.937</td>
<td>0.983</td>
<td>1.012</td>
<td>1.068</td>
<td></td>
</tr>
</tbody>
</table>

(a) NEGRA

<table>
<thead>
<tr>
<th>No. of taggers</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>93.47</td>
<td>2.75</td>
<td>1.31</td>
<td>1.04</td>
<td>1.43</td>
</tr>
<tr>
<td>Accumulated correct</td>
<td>93.47</td>
<td>96.22</td>
<td>97.53</td>
<td>98.57</td>
<td>100.00</td>
</tr>
<tr>
<td>Tag ambiguity</td>
<td>0.946</td>
<td>0.984</td>
<td>1.012</td>
<td>1.058</td>
<td></td>
</tr>
</tbody>
</table>

(b) WSJ

Table 14: Combining the individual suggestions of different taggers.

**Higher accuracy** The potential of voting schemes to improve the POS tagging accuracy has already been studied, for example by Brill & Wu [1998; Brill [2000]. Table 14 lists the number of times when a certain number of our taggers agree on the correct tag. It can be observed that the percentage of times when at least two taggers found the correct tag is significant greater than the accuracy of the best individual tagger. On the NEGRA corpus test set, for instance, the individual taggers score 96.50% (T3), 96.82% (MET), 96.37% (TBT) and 96.10% (ET) while in 97.80% of the cases at least two taggers find the correct tag. We could not find a real advantage for a pure majority voter which outputs a tag only if an unambiguous majority of taggers voted for the tag since only 96.65% accuracy was achieved in this case. However, when breaking ties randomly, i.e., adding half of the 1.15% cases of 2:2 ties, and one quarter of the 1:1:1:1 ties, we gain another 0.58% accuracy. Thus a majority voter can be expected to achieve 97.23% accuracy which is better than the best individual tagger.

**Higher recall** Even more tags can be recovered when allowing more than a single tag per word. Table 14 shows that a considerable gain in recall can be achieved in this case. Emitting every tag leads to an accuracy of 98.78% on the NEGRA corpus while increasing the tag ambiguity to 1.068 tags per words. On the WSJ 98.57% accuracy with an ambiguity 1.058 tags per words is possible.

**Bootstrapping** Márquez, Padró & Rodríguez [1998] suggest bootstrapping of taggers as a further advantage of parallel combination of taggers.

**8 Sequential Combination**

A sequential architecture for POS taggers as shown in Figure 6(b) has – as far as the author knows – not been systematically investigated.

Error-driven transformation-based learning (EDTBL) is particularly well-suited for a sequential architecture for a number of reasons:
• EDTBL already assumes an initial annotation of the input. Usually a trivial one is chosen such as the most probable tag of each word, but more sophisticated ones are also possible. Actually, Brill [1995] suggests using the output of another tagger but does not further investigate this issue.

• Starting with the output of a sophisticated tagger has the additional advantage that the number of errors in the training corpus is relatively small (compared to a trivial annotation) so that learning rules is more efficient.

A different view on the distinction between parallel and sequential combination refers to the information that a later component (i.e., the arbitration mechanism or a second stage tagger) has access to. A parallel arbitrator has only access to the output of the taggers while for a sequential tagger linguistic context information (as all taggers) and the guess of the preceding component is available. Hence, if a EDTBL component uses only the decisions of the preceding taggers it would play the role of the arbitration component in Figure 6(a) and the whole architecture would resemble the parallel configuration. Here we are investigating a sequential tagger combination.

For the NEGRA corpus, we started from the output of the T3 tagger. After 514 rules the accuracy on the training corpus improved from 96.81% to 97.51%. Training was stopped after less than two errors were corrected. On the test set, the accuracy increased from 96.85% to 97.23%.

A similar experiment for the WSJ corpus started from the output of the MET tagger. The accuracy increased from 96.82% to 97.18% on the training set. 343 rules were learned and training was stopped after less than five errors were corrected. On the test set, however, the accuracy practically did not increase (only from 96.817% to 96.823%). Looking at the results more closely, it is apparent that only two to four very bad rules are responsible for the disappointing result. It is unclear why such massively destructive rules are among the learned rules. Obviously there exist general differences between the training set and the test set. Further experiments will show whether different splits into training and test set will lead to more favorable results.

Figure 7 graphically shows the run of the curves.
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