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Abstract

Moderndistributedorganisationsise datacommunicationncreasinglyfast, globally and at de-
creasing costs. Such developmentdacilitate flexible accessto decentralizedservicesin open
networks and also allow coordination of complex interorganizationaltasks as distributed
applications.

This paper describesconceptsand recent extensionsto the distributed systemsarchitecture
COSM (Common OpenServiceMarket) which supportsintegrateddesign,implementationand
execution of both accessto arbitrary servicesin open networks and concurrentworkflow
modeling.

Formal basisof the workflow model are ColouredPetri Nets (CPN) which provide powerful
meansto specify and verify activity coordinationin concurrentenvironments.CPN specfi-
cations, however,usually lack automatedtool supportfor transformingthem into efficiently
executableapplications.COSM, on the other hand, already provides a generic platform to
managedistributedserviced(i.e. their propertiesjnterfaces,etc.)in orderto enablehumanusers
to engage easily in ad-hoc sessionswith arbitrary service providers in open network
environments.Extending COSM service descrigions with  CPN workflow representations
integratesdynamic workflow modelinginto the systemsupportedCOSM servicemanagement
platform. It could thereforehelp to bridge the gap betweenconcretesystemsupportfor open
distributed applications and formal models of @ament workflow specifications.

This paperpresentdotha brief review of COSM conceptsand prototypeimplementatiordetails
of its first CPN extensions,motivated by a workflow examplefrom a real-world project
environment.

Keywords: Distributed Systems, Client/Server Computing, Workflow Management,
Concurrent System Specification, Coloured Petri Nets

1. Introduction

Todays global communication infrastructure allows to interconnect intercontinental
organizationalnetworksat fairly moderatecommunicationcosts. Internetinformation service
infrastructuressuch as the World Wide Web (WWW), owe their successto both stable and
ubiquitousavailability of communicationend-pointsand trivial infrastructurecommunication
protocols.Suchinfrastructuresre open not only in a technicalsense they are organizationally
open sinceno application-(and organization-)specific adaptionis requiredto accessarbitrary
distributedserviceswith generictools from anywherein the network. On the other hand, so-
called configured distributed service applicationsexpecttypically a specific communication
behaviourfrom their users.Such semanticcoherenceas requiredfor statefull serversas, for
exampleassumedn the Remote Database Access (RDA) protocolspecificationIn thelong run,
however,an increasinglylarge numberof application-specifigrotocolscan be expectedwhich
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all requiretheir usersto obeyapplication-specificegulationsas, e.g.,operationcall sequencing.
(An example for such applications was already presented in the "car-rental-service" of [1].)

Importantgeneralbenefitsof simple WWW-like applicationsare low servicesetupand access
costs.For such applications,humanusersas serviceclients are not requiredto implementor
install servicespecificaccesdools. In economicterms,suchinformationserviceinfrastructures
imposelow transaction costs upon accesing users,and thereforereducethe overall costsof
serviceaccess thus encouragingusersto accessemoteserviceproviders.For implementing
configured distributed applicationswith individual accessprotocols, however, such simple
platforms reach their limits - i.e. general set-up costs for such applications are (too) high.

1.1 Common Open Service Markets (COSM)

In this paper, th€ OSM (CommonOpenServiceMarket) systemsupportsaccesgo dynamically
emerging statefull network services witkiagle generic tool (th&eneric Client). The resulis a
reduction of accesscosts even for network-serviceswith specific, application-dependent
protocols. In COSM, all interface (incl. protocol) aspectsof remote servicesare formally
describedand transferredas a 'first-class'objectto the GenericClient which in turn interprets
thesespecificationsand allows humanusersto interactwith the remoteserversconformingto
their respectiveserviceinterfaceand behaviorspecifications.The interactionof an individual
GenericClient with suchremoteserverds modeledasa finite automatoror finite statemachine
(FSM). For distributedworkflow executionthe specificationof concurrentactivitiesshouldalso
be possible.In order to model concurrentworkflows adequately.first a formal modeling
technique is required. In this contédtri Nets (here: Coloured Petri Nets) are used.

Basedon the possibility to specify,for example,'legal’ invocationsequencesf remoteservices,
the following sectionsfocus on the extensionof COSM specificationmechanismgo supporta
transitionfrom workflow modeling to animmediateexecution. The specific contributionof the
COSM architecture is the ability to set up a distributed task at low configucatstai Therefore,
evenextra-organizationalvorkgroupmembersanbe involved at low setupeffort asrequiredby
the following example.

Beyondthe problemsaddressean this contribution,the COSM project focusseson further re-

searchfields: Embeddingrustedthird party servicesnto the infrastructure Jike notaryservices,
which assurea secure and confidential legal contraction support for client and service
component®n an electronicmarket[2]. Within a co-projectof COSM, TRADE (TRAding and

coorDination Environment), service accessis mediated by a distinct service mediation
mechanism thetrader [3]. Component®f both environmentswill sharemechanismslescribed
in this contribution in order to support activity coordination.

1.2 A simple workflow example

In orderto clarify the applicationbackgroundof the following sectionsand to presenta case
study for our approachwe refer to a realistic workflow examplefrom an airline application
domain:an airline is obligedto createa 'Flight Report' (FR) for eachflight carriedout. This
document reports "unusual events" within the technical domain or among passengers. It is created
by crew membersafter flight and postedto a centralFR-Pool. FRs are examinedperiodically,
evaluatedby a FR manager, and assignedto one or more experts,dependingon the kind of
occurrence.These experts are usually from the technical domain, the security domain, or
financial accountingstaff membersand may be locatedat remote branchesor even different
companiesas,e.g.,a partsmanudacturer. The expertsinvolved makea statemenbn the subject
and postresultsback to the FR manager Statementsare madeindependentlyfrom eachother,
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thus allowing concurrency After all statementhave beerdelivered,the FR managerclassifies
the FR and decideshow to proceed.Two possibilities exist: Either the FR contains no
problematic aspects anurgentmeetingto tacklethe problemis neccessaryin thefirst casethe
FR is postedto be filed on optical mediafor legal reasonsin the latter the meetingis initiated
and the FR is returned to the RiRnager in order to obtain additional statements.

1.3 Organization of the Paper

Thefollowing sectionof this paperbriefly reviewsconceptdor distributedapplicationexecution
in COSM. Section3 introducesColouredPetri Netsasa modelingand simulationtechniquefor

concurrent activity managementnd control. Then, section 4 outlines the integration of a
Coloured Petri Net conceptand its exploitation by COSM components.Section 5 finally

describes some details of an omgpCOSM praotype implementation.

2 Application execution within COSM

A generalproblem of distributed application designis to find a suitable distribution level
betweenthe top-mostpresentationevel anda remotefile accessasthe mostbottom solution of
an application. Both extremesolutionsimply high network and processload. Therefore,the
COSM approachss to shift the function split of applicationcodebetweenthe client and server
part of a distributed application to an optimal level that reduces load, draadeandallowsthe
GenericClient componento remainservice-independengn the other. Accordingly, to interact
with a remoteserver,the userbindsto it by receivinga COSM service representation (SR) at
run-time.A SRis botha capabilityto accesghatserveranda descriptionof the serviceinterface
and semantics (See Figukg
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Figure 1: Service accessin COSM

2.1 Access mechanisms to open services

The COSMGeneric Client (GC) is atool for humanusersto acquireremoteserveraccesandto
supportinteractionsbetweenusersand servers.Communicationbetweenclient and serveris
basedon a DynamicInvocationinterface(DIl) asdefinedwithin the CORBA (CommonObject
RequestBroker Architecture) specification of the Object ManagementGroup[4]. The DIl

dynamic typing mechanism immediately resfitsn ad-hocbinding requirementst the COSM-
applicationlevel. Although late binding generallyimplies the possibility of a type mismatchat
run-time,communicationn COSM is type-safesince RPC invocationsare generatedrom SR
operationsignaturedescriptionsRPC datatypescorrespondwith userinterfaceeditor typesin

order to allow users tmspectandmodify parameteandresultvalues.BesidesstandardlIl data
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types,COSM providesspecialtypesfor, e.g.,servicereferencesppaquevalues,andASCII files.
By supportingservicereferencesas first-classdata objects COSM serversare able to display
directoriesof serversvia the GenericClient to the user- similar to WWW hypertextreferences.
Binding to a suchreferredserveris effecteddirectly from the userinterfaceby selectingthe
accordingservicereferencelLoosely coupledchainsof serversmay emergefrom this principle
(Figurel).

2.2 Service Representation

At its mostgenericlevel, the SR is a containerfor datastructuresof arbitrarytypesat run-time.
An SR-interpretefasa componenbf the GenericClient) acceptsa setof componentslescribing
the service such as:

« A specification of operation descriptions, containing operation names and parameter
descriptors. Parameter descriptors referdata objects which contain actual values.

« A specificationof the user interface to be generatedor humanusersby the GC. It contains
specificationgor dialog boxes,dataeditorsand pushbuttons.Data editors manipulatedata
objects.

« A speification of the service interface protocol, i.e. which operationsare enabledto be
invoked at a given state.Currently, this protocol descriptionis basedon a FSM model and
comprisesa setof applicationstatesand transitionsbetweenthem which refer to operation
descriptions.State changesare effected by user-leveleventsand execute,in turn, RPC
invocations.

« Informal description components,e.g., help texts to support human users.

« Costinformation componentghat inform userson serviceaccessand operationinvocation
fees.

« Any data values locally used by the GC.

Sincethe GenericClient softwarecomponentis application-unspecificstateinformation like,

e.g.,window positionsor countervariablesare capturedoy the servicerepresentationlherefore
it is possibleto storethe SR persistentlyandto suspendnteractionswith the remoteserver.This
SR can be re-activatedater - or from anothernetwork site - in orderto resumethe previous
communication state.

Two benefits arise from an SR-basedapproachto implement open service access:first,
representations are standardizedvithin COSM, not interfaces.This includesa uniform, service-
independentuser interface presentationand allows type-safety data entry. Second, more
application-specificfunctionality can be shifted to the client site. In fact, COSM serversare
reducedo plain call librarieswith correspondingRs.Comparedvith, e.g.,X-Windows, dialog
control is shifted to the user part of a distributed application.

The Generic Client dialog managementtomponentconnectspresentationfunctions to the
application call interface. Users are allowed to invoke remote operations by pressing
correspondindputtons.In the caseof state-proneservicesbuttonsaredisabledif the operationis
not allowed to be invoked in the current application state.

As containersfor arbitrary datatypesand values,SRsare extensibleat run-time. This allows
specializedenvironments- as will be presentedater in the caseof workflow modeling- to
introducededicatedcomponentlypesfor their own purposesCOSM applicationsthat are not
aware of thesextensionaill still be allowedto interpretethe subsebf SR componentsheyare
specialized on.



3 Workflow modeling with Coloured Petri Nets

Before introducing Coloured Petri Nets as a specificationmethod a definition of the term
workflow is given.

In our model a workflow consistsof a set of activities A, a set of roles R and a mapping
E : A- R which assignsan enabling role to eachactivity. Humanusersmay act within several
roles, therefore,we define a N:M relation betweenusers and roles. Finally, a workflow
description containsthe control flow betweenactivities. This defines a precedenceelation
betweenadjacentactivities. An activity is enabled,f all preceedingactivities are carried out.
Each single activity A comprises the following components:

« An action, asthe actualcoreactivity. Actions arerealizedasoperationinvocationsat remote
services in COSM.

« A precondition: If this predicate evaluates Toue the activity can be carried out.
« Input data, required for the execution of actions.

« Output data is the outcome of the action.

« Postconditions are set as triggers for succeeding activities.

Activities that take place concurrentlymay shareresourcesf they do not conflict. Further,
besides the control flow between single activities a workflow description implies
communicationsbetweenthem - the data flow. In our model, communicationtakes place
indirectly via operations on data structures.

3.1 Coordination modeling using Coloured Petri Nets

Petri nets [5] serve as a graphical representation for workflow mf@elBheir advantagdiesin

the combination of a mathematical foundation, a comprehegsaphicalrepresentatiorandthe
possibility to carry out simulationsandverifications.In principle, Petrinettools allow to assure
livenessandto proof deadlockabsencdor certainnet classesFormally, Petri netsare directed,
bipartite graphs, in the simplest case consistingseftaf places P anda setof transitions T, and
a flow relation édges) F with F (S5T) O (T 5S).

To model system behaviour, places can be marked with tokens. In the simple case of
condition/event nets tokens are anonymous and each place contains at most one token. A
transitionis enabled if all input places andno output places are markedwith a token.To fire a
transition it is enabled, tokens are withdrawn from all input places and all output places are filled.
In the caseof Coloured Petri Nets (CPN), however,tokensaretyped (coloured)individuumsor

data values. Places, transitions, edgesetc. are typed using an according signature.Places
represent data stores which contain an arbitrary number of data values (tokkasye$pective

type. Transitions are enabled in CPNs when

1. all input placesprovidetokensof thetypethatis associatedvith the respectivanput edgeand
furthermore all expressions, variables, and values evaluate cérdédior the binding and

2. the transition predicate evaluates to "true". Complete definitions can be found in [5].
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Figure 2: CPN Graph for the Flight Report Procedure

Figure2 shows a graphical representatiorof a Petri net model for the workflow example
introducedabove’. The relationshipbetweenour workflow model and a correspondingCPN-
basedspecificationis as follows: Statesserveas datastoresbetweenactivities and transitions
mapto individual activities. The precedenceelationcanbe mappedo the flow relationandthe
mapping of the other constructsare describedin subsectiort.1.2. E.qg., role’ identifiers are
representedy placesand their marking associatedwvith transitionsby the flow relation. In
Figure2 thereis an example:transitionCr ewi nput hasa placerol e i nterface asa side
condition. This placehasto be markedfor the enablingof the transition. The markingis put on
the placeby the GC, whenthe SRis receivedfrom the server.In the nextsectionwe explainthe
handling of the control flow within the GC.

3.2. Control flow for Generic Clients

In this paperwe concentrateon the servicerepresentatiomnd the COSM implementation An
overview of the environment, the SR is handled within, is presented in this subsection.

The GC organizesthe treatmentof the servicerepresentationn a genericway. For this an
abstractiormechanisms usedwhich is known as Task/Flow-Systems (TFS) [7]. This technique
is basedon condition/event-netsyheretokensare themselvesondition/event-netanarked,in

turn, with anonymous tokens. TFS transitions reprdsentional units of systemsThis allowsa
separatiorof executingunits (here: GCs) andthe tasks(here: SRs).In [8] it is shownin detail
how to apply this approactto COSM.[9] describeghe usageof this abstractiormechanismat a
hierarchyof more thantwo levels. In [10] abstractionmechanismdor nets are developedfor

In our net examples we restricted the inscriptions to the minimum. The reader has to deduce the missing ones.
2 In this model, userroles are not consideredas a net extensionsincelogin proceduresare a "generalmatter”and do not
change with workflow models
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CIM systemswherea similar problemwas faced. It is importantto notice that the involved
people are not obliged to think in nets, even though this would be preferable and is intended here.

The controlflow modelfor the GC is illustratedin Figure3. Fromthe AVN point of view, the
assumptiorof this paperis thatthe serversendsa ServiceRepresentatiom form of a netto the
Generic Client. As a functional unit, the GC adds some information which are relevant for the SR
andprovidedlocally. The extendedSR is thenusedfor the execution.The format of the SR is
explained in subsection 4.1.2.

An examplecanbe foundin Figure3: Theincoming SR at placeser ver i nterface andthe
added role information from plat®gged i n.

Server
Interface

Application
execution

COSM-Application-
representation

Unbinding

Server
Interface

Figure 3: Contol Flow Model for Generic Clients

4. Integrating CPN representations into COSM

Principal tasksto integrateCPN modelingand the COSM infrastructureare presentedn this
section. The first concerns the representation level of COSM - it determirtesnsfermatiorof
CPN specificationelementanto SR counterpartsThe secondtaskis to enhanceGenericClient
andbinding mechanismso satisfyworkflow control requirementsFinally, an application-level
extensionis requiredby introducing an additional task server: already existing referenceand
binding mechanisms of COSM are exploited to coordinate activities of participating clients.

4.1. Transforming CPNs into Service Representations

For the discussionof the representationalevel of COSM the existing SR schemahasto be
extended.On the other handrestrictionsof the netsusedare neccessaryAfter explainingthe
restriction the mapping from CPN to COSM is presented.

4.1.1. Adjusting the current SR schema

The currentCOSM designsupportsthe specificationof an interactionprotocol for single user
sessionsin suchcasethereare no meansrequiredto specify concurrency.The currentGeneric
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Client designis thusbasedon a FSM model. To captureconcurrentactivitiesin the workflow
model, additional componentshave to be addedto the SR and the SR interpreterhasto be
enhancedaccordingly. "Traditional" automaton-base&Cs are still capableto interpretethe
automaton-basegrotocolspecificationwhilst only GCsspecializedasworkflow participantsare
awareof CPN-extende®Rs.SRscanthusbe considerecasdataobjectwith a polymorphictype
systemwherea given SR containingautomatorand CPN definitionsis a subtypeof eachof the
requested types "automaton-based SR" and "CPN-based SR".

4.1.2. Net restrictions for COSM

In this paperthereare also someaestrictionsfor the Petri net basedapproach.The conceptof
concurrency is restricted to fit into the easily transformaideelof FSMs.This is neccessarjo
realizean approachwhich allows a smoothtransitionfrom specificationto implementationThe
basicideais asfollows: Modelersbuild a sequentiaFSM model,transformthis into a net, check
it semantically for possible concurrency, and modify the net accordingly.

General net restrictions are: The place capacity within the SR is one toketokBEmisanstill be
acomplexdatastructure.The structureof the SR netis mainly following the FSM. Concurrency
is introduced by splitting specific conflict places according to the involved independent
transition. As an example see the output places of transitiper t assi gnment in Figure2.

To transform CPN representations of design tools into SRs the following mappings are required:

CPN representation component SR component
1) | CPN token types for places SR type components
2)| Presence of tokens at places Enabling flag of type Boolean which indicatesthe
presence of a token in the place
3)| CPN token values within places Usual SR data objects
4)| CPN transitions SR transition componentscontaining: Lists of

enablingflags for input and output transitions,a
predicate component,a role reference,and a
reference to the corresponding operatior]
description component
5)| CPN transition names SR operation names

6)| CPN names of input and output edg| SR parameter and result names for each oper3
7)| Referencednput and output statesfor | Referencesto SR data componentscontaining

each transition parameter and result values
8) | CPN initial marking SRinitial settingof enablingflags and datavalue
initialization

Table 1. Transformation of CPN representation into SR

After transforminga CPN representationnto SR componentsurther information hasto be
appendedFirst, enablingroles are assignedo eachtransformation A dedicatedrole editor is
usedfor this step.Accordingly, additionaldescriptioncomponentswill be insertedinto the SR
which refer to previously defined components,e.g., the GUI interface description, which
specifiesdirect manipulationof SR data values and GUI elementsto invoke remote server
operations. Figure 4 shows the mapping of model-lertiesto SR componentstepresenteth
a textual CORBA-IDL-like notation for reasons of comprehensiveness:

*The net model could of course be build directly with the same restrictions.



CPN Editor

FR-Rec_t

FR-Exp1 3 “stmt of all required
FR-Exp2 g €xperts made?”

Meeting
Pool

DecideAction FR-Rec_t

FR-Rec_t

Role Editor
| Assign(DecideAction, FR-Manager);

GUI Editor
| DialogBox( hame: “Flight Report”; ...);

SR Components ~—~

Operation DecideAction( in: FR-Expl : FR-Rec_t,
in: FR-Exp2 : FR-Rec_t,
out:MeetingPool:FR-Rec_t )
precondition( “Stmt of all...?*)
role( FR_Manager );

Figure 4: Deriving service interface specification from the CPN net representation

4.2. Service infrastructure extensions for COSM workflow support

Additionally, the capability of usersto executeinvocationsis further restricted by role
annotationsn the COSMworkflow extensionTo obeythis information,GenericClientshaveto
be extendedo provide a userauthenticatiomprocedureOnly if role requirementsare satisfied,
transitionscanbe fired. After anactivity hasbeencarriedout the usermay - if possible- switch
the role or deliver the SR back to the server.

To identify the currentusera role identifier hasto be appendedo the COSM binding protocol
data unit. Otherwiseserversare not able to sendrole-specifictask lists back to the Generic
Client.

Sinceseveraltasksmay be carriedout by differentusersat the sametime they areassignedvith
a unique task identifier which is represented as an additional SR component.

Concurrencys allowedat the modellevel if morethanonetransitionis enabledandthey do not
conflict with one another,e.g.,in the caseof expertsthat make statementsndependently.To
reducecomplexity arising from suchcasespne SR is associatedvith only one singlethreadof
activity. Concurrencyremains allowedo occurbetween severdbenericClients. However,this
requiresextensionsof the serverimplementationat the applicationlevel. If a CPN transition
insertstokensinto morethanoneoutputplace,potentialfor concurrencyis given. Now enabled
transitionsmay fire concurrentlyat the modellevel. After the userhassendbackthe SR to the
server,the SR is replicatedaccordingto the number of enabledtransitionsso that further
invocationsbasedon theseSRsmay take placeconcurrently Whenconcurrentactivitieshaveto
be synchronized the interpreter assures correct behaviour by firing transitions.

4.3. Application-level extensions: The Task Server

Several experts make their statement in parallel - @&bim anindividual sessiorat the Generic
Client and thereforebasedon an individual SR. In order to supportthis concurrencyand to
coordinateserveraccessa COSM-servelhasto tracethe workflow stateto deliver SRsto the
respectiveclients. To keep serverimplementationas simple as they are in the base COSM
system,this coordinationtask shouldbe delegatedo a dedicatedtask server which is itself an
additional COSM serverthat administratesSRsfor a setof other application-specificservers.
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SRsareinsertedinto role-specifictasklists at the task server.By binding to this servera user
gainsaccesgo specifictaskswhich are displayedvia the GC. By selectinga task (resp.an SR)
the user aquiretheright to executethe operationwhich is enabledat the SRscurrentstate After
carrying out activities, SRs are sent back to the task server. See Figure

In the caseof concurrentactivities, for exampleafter the transition Exper t Assi gnnent in
Figure2, task servers have to split an SR into several copies and to inserhtbéiseaccording
task lists. Correspondinglythesecopieshaveto be mergedafter all concurrentactivities have
been carried out. To preventany integrity conflicts, concurrentactivities must have been
specified conflictfree at the model level.

:
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Figure 5: Control and Data flow at the application execution

After logging in at the Generic Client, the user first binds to the task server. The user
authentications transferredo the taskserverto controlthe accesgo a role-specifictasklist. As
in the caseof the baseCOSM system(Section2.2), the useris guidedthroughthe taskserver's
operationinvocationsby the GC userinterface.lf a newworkflow instanceis to be obtained,an
initialized SR with a uniquetaskidentifier is generatedy the task serverfor the client. In the
flight report examplethis takesplace whenthe Crew is going to fill out an initialized flight
report. In oppositionto the base COSM architecture,the actual operationinvocation is not
carriedout at the taskserveritself, but at the flight reportserver,which is identified within the
SR. After having setup a new flight report, the task serverpassescontrol to the FR-manager
after receiving the SR. As the next activity, fFle-manageexamineghe own tasklist, loadsthe
SRs and carries out tlper t Assi gnnent operation.

The benefitof the directtransformatiorfrom workflow modelsto COSM servicerepresentations
is to designthe applicationspecific workflow model,to prove featureslike liveness,deadlock
absence,mutual exclusion in casesof conflicting transitions, and, as the last step, to
automatically set-up control and data flow based on the workflow model.

5. Current prototype implementation

The current COSM prototype has beendevelopedon a cluster of RS/6000AIX workstations
from IBM. It mainly consists of four component types:
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The Dynamic Invocation Interface wasbuilt uponthe SunRPCand XDR interface.It allows

to allocatelists of structuredparameteiobjectsandto reconstructhem at the receiverssite
after transmission.

The Service Representation Manager controlsaccesgo the binary SR datastructure.The SR
is organized as a contiguous memory allocation unit with local memory management.

Generic Clients arebuilt uponthe previouscomponentsThey consistof a presentatioayer,
a dialog control unit and the invocation manager. In this order, a GC displays GUI
information, handles user input events and invokes remote procedurecalls based on
information extracted by the service representation manager (See &igure

Severalserver applications for testingpurposesSeveraldemoservershave beermeveloped,
for examplean SR repositorythat allows serversto registertheir SR on the one hand,and
GenericClient to accessherepositorydatabasegn the other.RegisteredSRsareinterpreted
by the repositoryand storedamongothersin the databaseGenericClient users,who are

boundto the repository servermay run queriesagainstthe databaseo obtain structured
information on the SRs registered. (See Fig)re

Figure 6: Sample Generic Client user interface

6 Conclusion and outlook

The COSM project aims at improved systemsupportfor flexible client/serverintegrationin
distribued and heterogeneouspensystemsAn importantgoal is to supportnot only specific,
predefined client/servercooperationsbut ratherto designa generic architecturefor flexible
service managementaccessand coordinationin open systems.Especially, use of the CPN
specificationsfor workflow modelingand a seamlesgransformationof CPN modelsinto the
COSM architectureand softwareinfrastructurehelpsto addressand solve different designand
implementationproblemsin their respectivedistinct environmentsat the infrastructure level,
COSMaddressea flexible accessaand managemendf arbitraryremoteservicesn general CPN
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specification tools, on the othkand,arefirst usedto modelworkflow controlformally andthen
deriveimplementatiorsupportbasedon suchspecificationsAccordingly, this paperfocussen
the integration of existing techniques from both areas in a common framework.

Currentpractical work is maily concernedwith a continuedprototype implementationof this
integrationin orderto extendCOSM to also supportcoordinationof concurrentand distributed
workflow patterns.Basedon the workflow representatioras describedin section 4.1, the
following additional COSM system components are developed currently:

« anetinterpreter which allows to animate the service net representations.

« arepresentation converter which operateson programminginterfacesof tools and transfers
information about the defined net structure and marking into service representations.

« Toolslike arole and GUI editor are plannedto facilitate interactivegenerationof service
representations.

In orderto extendthe availableformal techniquesgcurrentwork in this areaconcentrateon

abstractionmechanismdike net-hierarchiesand Task/Flow-SystemsThe purposehere is to

modelencapsulatedystemsat aninfinte level of layering.First approache$or suchabstraction
mechanismg$or CIM systemsarediscussedn [10]. In addition,resultsfrom systemtheoryand
net theory have to be combined. An integratedformal mechanismcould then be used for

applicationswith a complex structureas, e.g., distributed systems,workflow support, CIM,

systemsanalysisand concurrentsystemspecification,which can be adequatelydescribedwith

high level Petri nets.
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