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Abstract

This work investigates the task of automated patient-trial matching through fine-tuning

Llama2 chat (13B) proposing TrialLlama.

TrialLlama is trained on Clinical Trials from a snapshot of the clinicaltrials.gov website

and synthetic patient descriptions provided by the TREC Clinical Trials track, using a

supervised classification approach.

Two primary tasks are explored with this fine-tuned model: 1) patient-trial classification,

where the model categorises patient-trial pairs into one of three labels (eligible, excluded,

irrelevant), and 2) reasoning, where it extracts and discusses the eligibility criteria from a

clinical trial to determine a patient’s eligibility to get enrolled in the corresponding trial.

In the patient-trial matching task treated as a binary classification, combining the two

negative labels into one class, TrialLlama achieved an accuracy of 0.813 and an F1 score

of 0.883. For the original three-label classification task, TrialLlama achieved accuracy and

F1-scores of 0.634 and 0.530, respectively. Notably, TrialLlama excelled in the reason-

ing task, exceeding Llama2 by 0.640 in precision and 0.666 in accuracy. Despite being

fine-tuned for classification, TrialLlama demonstrated proficiency in extracting eligibility

criteria and assessing a patient’s eligibility concisely and logically.

However, several limitations are identified, including fine-tuning di�culties due to dataset

limitations, a bias towards extracting inclusion criteria, hallucination issues, and com-

parability to other systems. Nevertheless, TrialLlama and its open-source codebase hold

promise for advancing research in automated patient-trial matching and AI-driven medical

assistants.
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1. Introduction

This chapter introduces the motivation in Section 1.1 and the problem statement in Section

1.2. From there, this work’s approach is defined in Section 1.3 and two research questions

derived in Section 1.4, to guide the succeeding chapters of this work. Additionally, in-

formation about this work’s collaboration partner is given in Section 1.5. Lastly, a short

overview of this work’s overall structure is given in Section 1.6.

1.1. Motivation

Patient-trial matching is the task of finding qualified patients for a Clinical Trial (CT).

The importance of enrolling a patient in a CT comes from the opportunity to provide

them with the best possible care, relieve them or their insurance of the financial burden,

and simultaneously contribute to medical research.

The matching task is based on a patient’s Electronic Health Record (EHR) and its com-

parison to information stated in a CT. Therefore, every CT record contains a large number

of fields containing relevant information about the planned trial. Some fields are struc-

tured, some semi-structured and some are unstructured. These data fields are specified

by the Protocol Registration Data Element Definition1 provided by the clinicaltrials.gov

organisation, containing required and optional fields. Besides meta information like study

title, type, status, duration, and demographic information, the listed eligibility criteria

(EC) play a central role in the patient-trial matching process. The ECs are provided in

an unstructured, free-text format and defined as a bulleted list of relevant inclusion and

exclusion factors by protocol. To determine a patient’s eligibility, some aspects of the meta

information, the demographic information all of the ECs have to be considered, of which

all inclusion criteria have to be met and none of the exclusion criteria.

Patient-trial matching plays an important role in oncology since tumours consist of highly

individual and unique mutations, varying from patient to patient, which makes treatment

approaches highly dependent on the patient’s genomic profile, typically requiring CTs to

test and develop new approaches suitable for this certain group of patients. Additionally,

cancer patients being enrolled in a CT are linked to a higher overall survival rate [6].

This genomic profiling is part of the precision (or personalised) medicine paradigm, a

data-driven and patient-centred approach, that aims to combine up-to-date patient data,

including clinical, lifestyle, genetic and further biomarker information to derive possible

actions for highly personalised therapy, maximising the treatment e�cacy while minimising

adverse e↵ects [7].

A hands-on example for patient-trial matching in oncology can be seen in the Molecular

Tumor Board (MTB) approach. MTB is a treatment model in the domain of precision

medicine bringing together a plenum of experts from di↵erent domains to discuss possible

next steps for a patient who did not respond to standard-of-care therapy based on genetic

analysis [8]. Taking a look at the specific MTB process for this work’s collaboration

1https://clinicaltrials.gov/policy/protocol-definitions, accessed 10.02.2024 15:04

1



1.1. Motivation

partner the Institute for Applied Medical Informatics (IAM) at the Universitätsklinikum

Eppendorf (UKE) in Hamburg, Germany, the MTB process consists of multiple steps such

as the transmission of the patient’s EHR, running molecular diagnostics, the creation of

a report for the plenum’s meeting, as well as the crafting of a post-discussion document

including the patient’s next treatment actions. Typically, a single oncologist responsible

for the patient, deep-dives into the patient’s EHR and genomic mutations profile to find

evidence in the form of the relevant publication and CTs to craft the required report,

which is used as a plinth for the upcoming discussion (Figure 1.1 elaborated by Lauk,

Peters, Velthaus, et al. [1]).

Figure 1.1.: The most important MTB process steps for this work adapted from Lauk,
Peters, Velthaus, et al. [1]

Within this evidence search process, which is typically conducted manually by the doctor,

patient-trial matching plays a major role. In the first step, a pre-filtering of CTs has to

be carried out to retrieve a set of CTs matching the patient’s demographics and general

disease description. For example, a CT on breast cancer is irrelevant for a patient who

su↵ers from pancreatic cancer. After coarse pre-filtering, in the second step, the oncologist

goes through the relevant CTs, extracting all inclusion and exclusion criteria, which are

then compared one by one to the patient’s EHR. All of the inclusion criteria and none of

the exclusion criteria have to be met. If any of these two conditions is not complied with,

the patient is excluded from the trial. It is important to emphasise that finished CTs are

of the same relevancy as recruiting ones, since they may contain relevant results for the

patient at hand.

This search for suitable trials is a tough task because of multiple reasons:

1) Even though some structure is provided, the highly important EC field is unstructured

free-text,

2) the number of individual inclusion and exclusion criteria within a CT varies in number

from CT to CT,

3) they can range from only a few, simply written criteria to long lists of 20 or more

criteria, written in di↵erent levels of complexity depending on the individual who was in

charge writing them.

Hence, extracting the ECs, comparing their semantic content to the patient’s EHR and

considering the demographics as well as other meta-information from the trial can quickly

introduce errors, leading to missed chances for a patient’s therapy in conclusion. Because

2



1.2. Problem Statement

of all these reasons, this task requires substantial time and concentration e↵orts by the

physician.

Additionally, even finding possibly relevant trials in the first pre-filtering step is not a

trivial task since a huge database with hundreds of thousands of trials is available, of

which many are structured in old protocol standards, plus being paired with keywords

from the ever-changing medical terminology, leading to a vast amount of possibly relevant

keywords. This makes the search process even more challenging since it requires the doctors

to craft and test di↵erent sets of queries and filters, as well as adjust to alternating CT

structures to find their way through the abundance of online available CTs. This increases

the chances of missing something, highlighting the need for some technical assistance to

save time, decrease error and increase the patient’s odds for trial enrolment.

1.2. Problem Statement

This work aims to investigate the utilisation of open-source small-sized LLMs for the spe-

cific task of patient-trial matching developing a prototype utilisible in practice by physi-

cians. Language Technology (LT) and especially Large Language Models (LLMs) can aid

the physicians in the patient-trial matching process, facilitating the manually conducted

patient-trial matching, saving time, money and improve the overall enrolment results. This

can be achieved by automatically matching patient-trial pairs, with a focus on relevant

patient information and the ECs in the CT. Previous work was only conducted with big,

mostly non-open source LLMs to tackle the problem of automated patient-trial matching.

These solutions are not practical for real clinical usage due to 1) not considering limited

hardware capacities for fine-tuning and running the models in a clinical environment, 2)

not openly available model weights for local fine-tuning, 3) no o✏ine use possible, and

most importantly, 4) for privacy issues.

Besides the automated classification of suitable CTs, the chat capabilities of the LLM

should be preserved, to allow for an assistant system with human-AI interaction. This is

of high importance since the doctor in charge has to approve the final decision, rendering

a sole classification impractical.

Hence, the prototype is expected to perform strongly in understanding, extracting and

structuring the inclusion and exclusion criteria, since only the inclusion criteria have to be

matched while the exclusion criteria should not be matched by a patient’s EHR. Moreover,

Other than the information provided in EC, the extraction task should also focus on other

relevant parts such as the title and short description, etc to respond in a meaningful way,

that is useful and comprehensible by the physician. Further, such a prototype should

have good generalisation capabilities perspectively, to allow for reliable results in everyday

clinical practice patient-trial matching.

1.3. Approach

The core idea is to fine-tune an open-source small-sized LLM to compare a patient’s EHR

to a set of ECs, providing a physician with either a simple classification of the patient’s

3



1.3. Approach

eligibility or a thorough extraction and reasoning of each criterion. Given the available

dataset provided by the Clinical Trial of the Text REtrieval Conference (TREC)[9], on

the patient’s side, only a short patient description is used, which is typically part of an

EHR resembling the doctor’s letter. This patient description gives a short, unstructured

summary of the patient at hand. Two tasks are defined based on the problem statement,

utilising the same prototype fine-tuned on the available datasets:

1) Patient-Trial Classification Task: Given a patient’s description and a CT, the classifi-

cation task can be defined as mapping the patient-trial pair (p, t) from dataset D to one

of the three possible classes, denoted as

f : P ⇥ T ! {eligible, excluded, irrelevant}

2) The Patient-Trial Reasoning Task: Given a patient’s description and a CT, the ECs

are extracted by the model and classified step-by-step with a final verdict, allowing for a

better understanding of the model’s classification output. This can be defined as analysing

the patient’s description in extracting clinically relevant aspects R = (r1, r2, ...ri) to match

them against a set of extracted criteria C = (Cinclusion, Cexclusion), consisting of inclusion

and exclusion factors of which all the Cinclusion, and none of the Cexclusion have to be met,

respectively.

The prototype is based on the open-source Llama2 chat model by Meta. Given the avail-

able datasets, the prototype is fine-tuned in a supervised approach, providing the model

with a prompt, consisting of an instruction, the patient-trial pair and the output label.

The focus of this work lies specifically in the extraction and comparison of ECs relevant

to the patient’s description. Hence, other meta-information such as Gender and Location

was omitted, simply to reduce complexity, focusing on the most complex part of patient-

trial matching: The manual extraction and comparison of relevant patient information

and ECs.

First of all comprehensive literature analysis is conducted to get a grasp on current State-of-

the-Art (SOTA) systems and approaches. The publicly available datasets utilised in these

SOTA systems are then harnessed to develop this work’s prototype to answer the question

of eligibility for a given patient-trial pair. Within the experimentation, hyperparameter

tests are conducted and the best results are used for the final model fine-tuning. The

final prototype is then evaluated by addressing the classification task (quantitatively) and

the reasoning task (qualitatively), comparing them to similar systems and the base model

(Llama2). This work’s codebase is open-source and freely usable, to engage other projects

related to this and similar work2.

Small-sized LLMs

For the scope of this work let’s define a small-sized LLM as an LLM with a parameter

count  13 billion.

2https://github.com/UKEIAM/TrialLlama/tree/main/
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1.4. Research Questions

Based on this work’s approach to leverage small-sized LLMs fine-tuned for patient-trial

matching, the following two research questions can be derived:

RQ 1: Can a small-sized open-source LLM be fine-tuned to achieve feasible

results in classifying patient’s eligibility among other patient-trial matching

systems?

To evaluate this RQ, the fine-tuned model is benchmarked with 1) common

performance metrics and 2) TREC Clinical Trials track teams from 2021 and

2022 via the o�cial TREC evaluation script3.

RQ 2: Can a small-sized fine-tuned LLM give reasonable rationals for its pa-

tient eligibility classification for patient-trial matching?

The evaluation of RQ 2 is conducted qualitatively. The pre-trained and fine-

tuned models are used for inference to generate the required responses. Then,

in the first step, two raters at the IAM rated the model’s responses guided by

an annotation guideline developed for this work. In the second step, the pre-

trained model’s and fine-tuned model’s responses are further analysed manually

by counting the number of overall ECs, extracted ECs, correctly classified ECs

and correctly classified patient-trial pairs, allowing for response and more fine-

grained performance insights.

1.5. Collaboration

Some of the insights this work was built on, were derived from the cooperation with the

UKE, working closely with the oncologists of their MTB team. Through the analysis

of observations and question-answering sessions with the doctors in charge of the MTB

preparation and other experts in oncology at UKE important aspects of the oncologist’s

report creation process were derived. The most important ones are that 1) the search

process for evidence is a weary, manual task, costing a lot of time and e↵ort, and being

prone to error, and b) any kind of pre-filtering of results would be beneficial for the doctors.

In this work’s case, the patient-trial matching task.

Further, the proposed prototypes are planned to be refined, adjusted and integrated within

the Knowledge Connector, a platform developed by the German Cancer Research Center

and the National Center for Tumor Diseases to support physicians in making therapy

recommendations for patients based on molecular biomarkers and relevant clinical data.

The Knowledge Connector is mainly used for MTB preparation. The primary objective is

the search for suitable therapy approaches4.

3https://github.com/usnistgov/trec eval, accessed 01.12.2023 17:38
4https://www.dkfz.de/de/clinical-trial-o�ce/knowledgeconnector.html, accessed 01.12.2023 18:11
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1.6. Thesis Structure

This work is structured in eight chapters. Besides the motivation and problem statement in

Chapter 1, an introduction to all required prerequisites is given in Chapter 2, continuing

with the related work in Chapter 3, providing the reader with a summary of relevant

literature related to this work. Chapter 4 describes the experimental design, discussing this

work’s datasets, the prototype fine-tuning, some implementation details and the discussion

of the results. In Chapter 5, the technical adjustments and the results for the reasoning task

are summarised and discussed. Chapter 6 describes future work for this work’s objectives.

Lastly, this work is concluded in Chapter 7 by revisiting the research questions, stating

theoretical and practical implications and closing final words.
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2. Theoretical Foundations

This chapter aims to create a foundation with background information for the reader, in

introducing all relevant topics related to this work’s main research objectives. In Section

2.1 a short introduction to Deep Neural Networks (DNNs) is given. Section 2.2 continues

with an overview of the notion of LLMs, giving details about base model training, fine-

tuning, prompting strategies and general LLM drawbacks. Section 2.3 dives into the

concept of relevance ranking in information retrieval (IR), introducing classical and neural

network (NN) based approaches.

2.1. Deep Learning

2.1.1. Overview

With advances in ML and growing computational possibilities due to smaller, more capable

hardware deep learning became very popular thanks to its superb performance in di↵erent

domains such as computer vision, speech recognition, Natural Language Processing (NLP),

machine translation and many more. Generally, deep learning is defined as a subset of ML

based on artificial neural networks, where deep refers to the architectural choice of using

two or more NN layers, allowing for the learning of higher-level features and capturing

more complex knowledge representations.

DNNs are most prominently associated with deep learning. They are simply NNs contain-

ing two or more hidden layers, unlocking the network’s high learning capabilities utilised

in many di↵erent domains. These DNNs were made possible with the exploration of the

Backpropagation technique, solving some emerging problems of NNs explored by Rumel-

hart and Mcclelland [10], an important foundation for updating the node weights of NNs

after each training cycle was established, introducing a new era of more complex and deep

NNs consisting of millions of neurons.

Figure 2.1 depicts all relevant components of a simple NN. In area (A) an artificial neuron,

defined as the smallest computational unit of an NN, with multiple inputs {x1, x2, x3} and

a single output, utilising the Sigmoid activation function depicted in the top-left corner

(C) can be seen. A more complex architecture with multiple, one hidden layer and one

output is displayed in (B), utilising di↵erent activation functions for the di↵erent layers.

From left to right the Sigmoid, Tanh, Identity and ReLU functions are shown in (C).

Besides DNNs, other common architectures related to deep learning and NNs are Convo-

lutional Neural Networks, Recurrent Neural Networks and Transformers.

2.1.2. Supervised and Unsupervised Learning

Two types of ML algorithms can be abstracted: Supervised and Unsupervised learning.

The major di↵erence between both algorithms is the presence or absence of labels (the

ground truth) in the data used for training the model [11].
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2.1. Deep Learning

Figure 2.1.: Primary components of a Neural Network described by Choi, Coyner,
Kalpathy-Cramer, et al. [2].

Supervised learning is generally used for discriminative tasks, mapping an input to its re-

specting output. This allows us to solve a broad set of classification problems, where input

and output are well-defined. Typically, Backpropagation is used as the learning method.

The biggest issue of supervised learning is stated by the bias-variance tradeo↵ [12]. High

variance with low bias occurs when the trained model learns the data by heart (overfit-

ting) without really understanding the underlying concepts, leading to high data sensitivity

and no knowledge transfer capabilities. On the contrary, a low variance with a high bias

occurs when the model was trained too shallowly (underfitting), only having a general

understanding of the underlying problem.

Important to mention is the notion of Self-Supervised learning. Here, inherited data struc-

tures or relationships are leveraged to derive meaningful training signals, being somewhat

similar to an externally provided label in the supervised learning setting, yet performing

inferior compared to their fully supervised counterparts [13].

Nevertheless, self-supervised learning comes in handy for problems where massive amounts

of data are ingested for model training, such as it is in the case of LLMs.

Unsupervised learning on the other hand is usually used for generative tasks when no label

is available beforehand. Examples for unsupervised learning are anomaly detection, data

clustering or image/ text generation. Contrary to supervised learning, where Backprop-

agation is predominantly used, unsupervised learning relies on other learning techniques

such as Contrastive Learning, Maximum Likelihood and Variational Inference, just to name

a few. Most of these methods rely on statistical properties, trying to learn and mimic the

distribution of the provided data to allow for the generation of new data, sampled from

the learned distribution [14].

2.1.3. Transformer Architecture

The transformer architecture introduced by Vaswani, Shazeer, Parmar, et al. [3] in their

paper ”Attention is All You Need” states a pivotal event for language technology in 2017.

Figure 2.2 shows the Transformer architecture proposed in the original paper. Its archi-
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2.1. Deep Learning

tecture is inspired by the simple idea of the encoder-decoder (Seq2Seq) architecture, most

prominently used in machine translation mapping an input to an output.

Figure 2.2.: Transformer architecture by Vaswani, Shazeer, Parmar, et al. [3].

The Transformer architecture consists of an encoder and a decoder block, which contain dif-

ferent sub-components based on concepts like positional encoding, attention mechanisms,

normalisation- and feed-forward layers. Lastly, before outputting anything, a linear layer

followed by a softmax layer is utilised, simply transforming the results to a human-readable

probability, normalised to values between [0, 1].

The probably most important mechanism is the Self-Attention mechanism. The core idea

is that the input or output sequence pays attention to itself. This allows for capturing how

di↵erent sequence parts refer to each other within the sequence. It is based on the notion

of Attention which was introduced to allow for the selection of the hidden state with the

most relevant information while generation (decoding). Summarising, attention captures

the relation between the individual parts in the input and output sequences, respectively,

and Self-Attention captures the relation between the individual parts in the input sequence

itself.

Two more major architectures were derived from the initial notion of the Transformer

architecture.

Causal Language Models are based on a decoder-only architecture. Being of autoregressive

nature, they allow for great generation capabilities and can learn new things fast requiring

only little data. They are typically used for next-token prediction, generating an output

sequence step by step. A token in this sense is a word, symbol or part of a word, depending
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2.2. LLMs

on the tokenisation strategy. Popular examples are GPT by OpenAI, Llama by Meta,

Gemini by Google and, very recently released, Mistral 7B by MistralAI.

Masked Language Models on the contrary are based on an encoder-only architecture, ben-

efiting strong textual understanding but poor generation capabilities. This strong tex-

tual understanding is based on the capability of considering the surrounding context in

a bidirectional way, taking into account past and future tokens when making predictions

These models are typically used for text classification, sentiment analysis and named entity

recognition. The most prominent representatives are Bidirectional Encoder Representa-

tions from Transformers (BERT) [15] and its descendants like RoBERTa, DistilBERT and

ALBERT.

2.2. LLMs

2.2.1. Short Introduction

LLMs have emerged as cutting-edge Machine Learning (ML) systems ingesting huge amounts

of data while pre-training and being capable of processing and generating text approximat-

ing human-level performance on certain benchmarks [16]. New developments in Artificial

Intelligence (AI) research, as well as new milestones in hardware acceleration, created the

foundation for the rapid development of LLMs. A pivotal milestone for LLM development

was laid by Vaswani, Shazeer, Parmar, et al. [3] introducing the Transformer architecture.

To train an LLM base, called a foundational model, large amounts of data (mostly from

the internet) are ingested in a self-supervised setting. Most SOTA LLMs (e.g. GPT-3.5,

GPT-4, Llama-2, etc.) are CLMs [16].

Even though other architectural approaches exist, Transformers are predominant in this

domain, partly due to the use cases imposed upon them in the last couple of years.

2.2.2. Base Model

For this work, Llama2 by Meta [4] was selected as the base model for fine-tuning, due

to its recent release when starting this work, good resources and the fact that it is an

open-source model.

Llama2 comes in three sizes, 3B, 13B and 70B and two flavours, the basic pre-trained

Llama2 and the fine-tuned Llama2 chat version. The pre-training was conducted on two

trillion tokens, derived from publicly available data, and evaluated on seven di↵erent aca-

demic benchmarks as well as one safety benchmark. To be more specific, the huggingface

version of Llama2 chat, Llama-2-13b-chat-hf 1, available on huggingface.co was utilised for

this work’s baseline and prototype fine-tuning.

Regarding model size, the 13B parameter chat-optimised version was chosen, due to pre-

liminary experiments on small datasets showing more suitable responses. Additionally,

given the nature of the used dataset, fine-tuning the non-chat version resulted in cryptic

responses combining symbols, numbers and letters, not useful for further proceeding.

1https://huggingface.co/meta-llama/Llama-2-13b-chat-hf, accessed 09.11.2023 21:50
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Llama2 comes with its tokeniser which is a Byte Pair Encoding algorithm based on sen-

tencepiece2, a popular open-source text tokeniser and de-tokeniser developed by Google.

Most importantly, Byte Pair Encoding allows for combining tokens that encode single

characters and tokens that encode whole words.

Llama2’s tokeniser contains a vocabulary of 32000 tokens with respecting token IDs along-

side special tokens for sequence beginning (bos token <s>, corresponding to 1), end-

ing (eos token <\s>, corresponding to 2), words or symbols the model does not know

(unk token <unk>, corresponding to 0) and the padding token, used to pad a sequence to

guarantee same length among all sequences. Additionally, there are some special symbols

dedicated to prompts: <<SYS>> and <</SYS>> for system messages and [INST], [/INST]

for instructions. The maximum number of tokens ingestible by Llama2 is 4096.

Figure 2.3 illustrates the process of how Meta fine-tuned LLama2. The first step consisted

of self-supervised pre-training of Llama2 on publicly available data. Then, fine-tuning was

conducted similarly as OpenAI did for ChatGPT by utilising Reinforcement Learning by

Human Feedback (RLHF). The dominant language of the data in pre-training was English

with a share of 89.70%. The pre-training process of Llama2 took 368,640 GPU hours, plus

the time for the fine-tuning process to create the chat version. [4]. For the rest of this

work Llama2 Chat (13B) is simply referred to as Llama2.

Figure 2.3.: Original pre-training and fine-tuning process of Llama2 by Touvron, Martin,
and Stone [4].

2https://github.com/google/sentencepiece, accessed 21.11.2023 19:12
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2.2.3. Fine-Tuning LLMs

The process of adapting a pre-trained foundational model to a specific task is called fine-

tuning. It allows a LLM to be streamlined on a certain skill, for example being able to

respond in a human chat-like manner. This process can be performed with a variety of

strategies:

Transfer Learning, Instruction-Tuning, Alignment-Tuning and Parameter-E�cient Tun-

ing (PEFT). While all approaches have some similarities, PEFT methods are the most

prominent approach, allowing to fine-tune LLMs on a single A100 80GB GPU or even on

consumer-grade 24GB GPUs like the Nvidia RTX4090, depending on the base model size.

There are three sub-strategies within PEFT:

• Prefix Tuning adds prefix vectors to all layers of the model, which are then fine-tuned,

while the non-prefix part stays frozen [17].

• Prompt Tuning can be seen as a simplified version of Prefix Tuning. Prompting in

the context of fine-tuning is defined as adding additional information to the input

X the model can condition on, to maximise the likelihood of the correct Y . Usually,

these prompts P are prepended to X parameterised by ✓ (model weights). Lester,

Al-Rfou, and Constant [18] removed this restriction and introduced ✓P , a set of

weights dedicated to the prompt tokens. While fine-tuning, gradient updates are

only applied to ✓P via backpropagation while ✓ is kept frozen.

• Adapter Tuning introduced by Houlsby, Giurgiu, Jastrzebski, et al. [19] adds an

encoder-decoder module either after or parallel to the attention and feed-forward

layer, to reduce the parameters of the network by compressing the inputs into a lower

dimension (bottleneck architecture). Nevertheless, Hu, Shen, Wallis, et al. [5] pointed

out that adapter layers introduce latency to the model since the injected adapters are

processed sequentially. Hence, they proposed the nowadays very prominent approach

of Low-Rank Adaptation (LoRA).

2.2.4. LoRA

LoRA utilises a reparameterisation trick and builds up on the findings of Aghajanyan,

Zettlemoyer, and Gupta [20], who pointed out that “pre-trained language models have low

intrinsic dimensions” [20]. The intrinsic dimension is defined as the “minimal number of

coordinates which are necessary to describe its points without significant information loss”

[21]. These findings led Hu, Shen, Wallis, et al. [5] to the hypothesis, that the weight-

updates analogously have a low intrinsic dimension or intrinsic rank, allowing for good

performance by optimising much smaller decomposition matrices, since only decomposition

matrices are optimised instead of the full weight matrix. Upon this hypothesis, Hu, Shen,

Wallis, et al. [5] proposed their approach for LoRA, consisting of low-rank decomposition

of the weight matrix W0x 2 Rd⇥k constraining the weights updates. Their approach is

denoted as follows:
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h = W0x+�Wx = W0x+BAx (2.1)

whereas x denotes the input, h the reconstructed model, and B 2 Rd⇥r, A 2 Rr⇥k the

decomposition matrices, with r ⌧ min(d, k). The idea was based on the fact that a

full rank matrix W0x 2 Rd⇥k of rank r, always has a factorisation W = Wa ⇥ Wb with

Wa 2 Rd⇥r and Wb 2 Rr⇥k. The reparameterisation process can be seen in Figure 2.4.

The authors used a random Gaussian initialisation for A and zero for B, so �W = BA

equals zero at the beginning, which is scaled by �Wx with ↵
r , where ↵ is a constant in r

similar to a learning rate.

Summarised, the two decomposition matrices A and B, which are smaller in dimension due

to r, create a low-rank approximation of the original model. Those decomposed matrices

are then fine-tuned on the specific dataset before reconstructing the full model again. To

retrieve the decomposition matrices, usually a Singular Value Decomposition [22] (or some

adaptation of it) is used. With this approach, the number of parameters from the original

matrix W0x with paramsbase = d⇥ k is reduced to paramsLoRA = r⇥ (d+ k). According

to the experiments of Hu, Shen, Wallis, et al. [5], where GPT-3 with 175 billion parameters

was fine-tuned, the VRAM usage was reduced by up to 2/3 if r ⌧ d, the checkpoint size

was reduced by ⇥10.000 and a speed-up of 25% achieved.

Figure 2.4.: LoRA reparameterization as proposed by Hu, Shen, Wallis, et al. [5].

For the sake of Alignment Tuning RLHF is a very popular methodology utilised by famous

representatives such as ChatGPT 3 or Llama2 [4]. The RLHF approach requires the

training of a supervised reward model based on the feedback of human annotators (in

terms of ranking) given multiple outputs. The trained reward model calculates a scalar

value (reward) reflecting the quality of the result given a prompt and the model’s output.

In the next step, a chosen pre-trained model is fine-tuned using the reward model and

an RL algorithm, of which most commonly the Proximity Policy Optimisation (PPO) is

implemented [23]. In the context of RL, a policy is a strategy the model’s agent can

choose actions from based on the current state which achieves the highest cumulative

reward. A policy is defined as the distribution of a finite set of actions a given a state s

called trajectories ⌧ = (a1, s1, ..., at, st), parameterised by ✓ (e.g. model weights) denoted

3https://openai.com/blog/ChatGPT, accessed 21.11.2023 13:00
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as

⇡✓ = P (a|s, ✓). (2.2)

Even though the generated results are superb, Naveed, Khan, Qiu, et al. [16] point out

that RLHF is complex, memory-intensive and unstable, making the process slow and

costly. In their work, they mention a semi-automated process emerging in literature called

Reinforcement Learning from AI Feedback [24], where specialised LLMs are exploited

to imitate human feedback for dataset creation. This approach could reduce the e↵orts

inflicted with RLHF, making it more adaptable even for smaller fine-tuning projects.

Further optimisation methods include quantisation strategies for hardware e�ciency and

mixed-precision tuning. Quantisation strategies tackle the issue of the rate of LLMs grow-

ing in size being higher than the growth in hardware capabilities [25]. As a solution, they

compress the model weights to low-precision floating points or integer representation (e.g.

FP32 to FP16).

Mixed-precision tuning introduced the idea of combining the use of di↵erent numerical

precision methods while training. The core idea is to use half-precision (FP16) floating

point representation while keeping the model accuracy of single-precision (FP32). This

is achieved by storing weights, activations and gradients as FP16, but maintaining and

updating a master-weights copy in FP32 during the optimiser step. Utilising half-precision

(FP16) reduces the required memory and inference time of a NN, two of the core resources

to consider in ML. The mixed-precision approach reduces the overall memory consumption

of NNs by roughly 50% [26].

Lastly, it is worth mentioning the recent work of Dettmers, Pagnoni, Holtzman, et al. [27]

who introduced QLoRA, combining LoRA and the concept of quantisation in proposing a

new 4-bit float datatype, enabling the fine-tuning of a 65B parameter model on less than

48GB of VRAM memory.

2.2.5. Prompting

Prompting, in the context of LLM inference, is the common method used to retrieve a

response by an LLM given a query. As opposed to fine-tuning, no weight updates are

made to model adaptation. Hence, di↵erent strategies can be applied, yielding di↵erent

results [16].

Most important for this work is the notion of Zero-Shot Learning and In-Context Learning.

There are di↵erent approaches for the inference of an LLM. Zero-shot prompting refers to

one of them, where the prompt for the model does not contain any exemplary item with

the corresponding correct response. Whereas when utilising In-Context Learning, which

is also known as Few-Shot prompting, the model’s prompt is combined with one or mul-

tiple example input-output pairs to give the model some guidelines for the desired answer

generation [16].
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2.2.6. Drawbacks on LLMs

As for any technology, there are drawbacks to implementing LLMs. Especially important

to consider in a medical context. Thirunavukarasu, Ting, Elangovan, et al. [28] pointed

out seven of those issues in their work.

Recency states a big issue in current LLM development. Many models (e.g. GPT3.5,

GPT4 ) were only trained on data up to a certain point4. This leads to the discussion,

of whether the generated content is accurate and useful, which is of high importance in a

clinical context.

Accuracy relates to a model’s domain-specific knowledge. A prominent issue described

as “garbage in, garbage out” is historically known in ML and states an important issue

of LLMs being trained mostly self-supervised on data from the internet, with little to no

mechanisms to check for the validity and accuracy of these inputs.

Coherence of LLMs is di↵erent to humans since the models do not understand language

as we do. For LLMs or any NLP models, language is learned by statistical associations

between words, predicting the most probable word. This leads to issues like hallucination

“where inaccurate information is inverted and espoused lucidly” [28].

Transparency and Interpretability became topics at the latest since DNNs started to dom-

inate the world of ML. Being complex in terms of hundreds of billions of neurons and a

couple or more hidden layers drew the notion of black box to DNNs, making it hard to

build trust in the decision-making process. A dedicated research stream of Explainable AI

developed, developing di↵erent methods on how to achieve a better look into the black box

of a model’s decision-making process, becoming ever so important in a medical context.

Yet, as concluded by Thirunavukarasu, Ting, Elangovan, et al. [28] these methods might

be great in improving interpretability, but not su�cient enough to truly create trust [29].

Ethical concerns arise with any new technology but imposing an even wider discussion in

the context of generative AI like LLMs. Biased models due to biased data, and adversarial

prompts jailbreaking models to create hazardous answers paired with the strong text

generation capabilities of such models, indistinguishable from human-written ones, impose

many ethical considerations, requiring discussion and clear responsibilities.

Security and Privacy concerns are serious issues, especially in the clinical context, where

patient and therapy information is sensible, limiting the deployment possibilities of LLMs

such as ChatGPT, GPT4, Gemini and others. Besides, due to non-publicly available

weights and the huge sizes, local deployment of such models becomes impossible.

Validation is mentioned as the seventh issue. LLMs should be evaluated in randomised

controlled trials evaluating the e↵ects of utilisation, as stated by the authors. The prob-

lem highlighted is the question about the way of benchmarking these results, imposing a

problem that needs to be tackled.

4https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo, accessed 27.02.2024 21:01
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2.2.7. Terminology

The terminology around LLMs gets mixed up a lot. For example, the term Prompt Tuning

is used for a method in fine-tuning as well as a method in prompting the model for inference,

even though being completely di↵erent. Instruction Tuning is utilised as its own method,

as is PEFT by Naveed, Khan, Qiu, et al. [16]. Nevertheless, LoRA is sometimes described

as part of the PEFT stack and sometimes not.

This work was conducted in a supervised instruction-based manner. This said, the model’s

input items always contained an instruction alongside the domain-specific data as well as

the masked output label. Additionally, LoRA was utilised as the PEFT method, to reduce

the memory load and enable single-GPU fine-tuning.

2.3. Relevance Ranking in Information Retrieval

IR systems are used to rank a set of documents by their relevance (or usefulness) given a

certain search query. This is achieved by assigning a numeric score to each document and

ranking descending from highest to lowest score.

2.3.1. Classical Approaches

Classical IR systems can be divided into three groups, Vector Space Models, Probabilistic

Models and Inference Network Models [30].

Vector Space Models create high-dimensional vectors for documents and queries in which,

if a term appears in the document, the corresponding position in the text vector is set

to a non-zero value. A term can be defined as a word, keyword or phrase. The same is

done for the query, allowing similarity calculation of the resulting vectors with e.g. cosine

similarity [30], which simply measures the spatial closeness of two vectors.

Probabilistic Models first proposed by Maron and Kuhns [31], estimate the relevance prob-

ability of a document D given a query Q, which can be expressed with P (R|D,Q). To

achieve a ranking instead of a set of probabilities, the log odds are calculated by mapping

the probability value from (0, 1) to (�1,+1). The log-odds are also called Relevance

Status Values [32] and are ranked descending based on the resulting score.

Last but not least, Inference Network Models are types of probabilistic models with the

di↵erence, that the document retrieval is based on a network representation and modelled

as an inference process. The basic model consists of a document network and a query net-

work, which can only have two values, true or false. The mechanism behind the Inference

Network Model is based on the Bayesian Network [33].

2.3.2. Neural Network-based Information Retrieval

Over time a new research stream in IR emerged known as Learning to Rank (LtR) in-

troducing NNs to IR, where the traditional models are integrated as features, delivering

valuable information to model training. There are three main LtR approaches: 1) The
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point-wise, 2) the pair-wise and 3) the list-wise approach. The main characteristics for all

three types of LtR are 1) they are feature based approaches since a feature vector is created

for query-document pair, reflecting the document frequency given a query, and 2) they are

trained in an discriminative manner since there is always a specified input space, output

space, hypothesis space and a loss function (with small di↵erences based on the chosen

approach) [34]. The hypothesis space is also called the scoring function, which calculates

a relevancy score for a given input.

The point-wise approach approximates the LtR problem by a regression problem, given

the training data has a numerical or ordinal score. Here, the input space contains the

feature vector (input space, e.g. derived from the traditional models). The point-wise

approach does not consider interdependencies between documents or the knowledge of

some documents being associated with the same query. Hence, the final ranked list is solely

ranked by the result of the scoring function, imposing limitations for most IR applications.

The pair-wise approach, on the other hand, is built on the binary classification of object

pairs into correctly and incorrectly ranked classes. These pair-wise references are reflected

in the output space, which tells what document is more relevant in a given document pair.

The loss function is defined as measuring the predicted relative order between a document

pair and its ground truth.

The list-wise approach [35] includes all documents associated with a query q in its input

space. The ranking is achieved with a compound function, first giving a score to each

document and then sorting these documents in descending order. Compared to the point-

wise and the pair-wise approach, the advantage of the list-wise approach lies in the loss

function considering the document positions within the ranked list of all documents.

Yet, with the establishment of SOTA performances achieved on various tasks with NNs,

researchers started to experiment with NN architectures for IR. A new category of Neu-

ral Information Retrieval approaches emerged. These kinds of models create embedding

representations for query and document to calculate the similarity based on metrics like

cosine similarity or similar [36].

Recently, the Retrieval-Augmented Generation (RAG) architecture emerged as a very

promising approach for the IR domain, achieving SOTA results on retrieval tasks and

bypassing the usually static nature of traditional NN systems. RAG models are composed

of two main components: 1) The retrieval component is based on a Dense Passage Retriever

(DPR), and is used to calculate the top k documents z with the highest prior probability.

For the calculation of this prior, a BERTbase document encoder is utilised, generating

a dense representation of a document d(z) and a query q(z). This calculation is called

a Maximum Inner Product Problem (MIPS). 2) A generator component which can be

modelled with any encoder-decoder architecture [37].
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3. Related Work

This chapter provides a literature review of relevant publications. Section 3.1 tackles

literature regarding LLMs in the medical domain, followed by publications about automatic

patient-trial matching in Section 3.2. Section 3.3 combines both domains and summarises

the most relevant work conducted in the domain of LLMs for patient-trial matching.

3.1. LLMs in Medical Application

Generative AI has shown great results in medical tasks. No wonder, that the healthcare

sector was the sector with the highest investments in AI in 2022 [38]. Especially LLMs

created new directions generating thousands of new possibilities for health care applica-

tions such as virtual health assistants, medical literature summarisation, conversational

agents for patients as well as physicians, information extraction from EHR, public health

surveillance in analysing news and relevant publications, etc.

A good example isMed-PaLM 2, which was released last year. Med-PaLM 2 is a version

of PaLM 2 fine-tuned on medical domain data increasing their performance by 19% com-

pared to Med-PaLM 1, achieving SOTA results on five out of nine multiple-choice medical

question sets and very promising results in the long-form answer segments (explanations/

reasoning) based on qualitative evaluation. Very recently released and closely related to

the idea of Med-PaLM 2 was a fine-tuned version of Llama2 called Meditron available in

sizes 7B and 70B. It was trained on 41.8 billion tokens from four di↵erent datasets [39].

The 70B-model achieved 70% on the MedQA1 dataset, compared to 86.5% of Med-PaLM

2, being significantly smaller consisting of 540B parameters 2).

Li, Li, Zhang, et al. [40] proposed ChatDoctor, a fine-tuned version of Llama (7B), trained

on real-world doctor-patient interactions, standing out due to its small size, its augmented

retrieval feature, extracting relevant information from multiple external databases to allow

the model understand new or unknown medical terms. Even though the authors did not

mention it, one could notice the resemblance of the RAG approach proposed by Lewis,

Perez, Piktus, et al. [37].

ChatDoctor performed coequal to ChatGPT in answer generation on questions from the

iCliniq3 database, calculating the BERTScore [41] of both model responses. The BERTScore

is calculated as a sum of the cosine similarities between the response and the reference

sentence output tokens.

Last but not least and worth mentioning is MedAlpaca proposed by Han, Adams, Pa-

paioannou, et al. [42], a medical adaption of Llama2 (13B) building up on the work of

Taori, Gulrajani, Zhang, et al. [43]. The model was evaluated on the United States Medi-

cal Licensing Examination, which is split into three steps, achieving scores of 0.473, 0.477

1https://paperswithcode.com/dataset/medqa-usmle, accessed 29.11.2023 23:49
2https://www.cnbc.com/2023/05/16/googles-palm-2-uses-nearly-five-times-more-text-data-than-
predecessor.html, accessed 10.12.2023 22:47

3https://www.icliniq.com/, accessed 01.12.2023 14:16
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and 0.602, respectively, which outperformed ChatDoctor almost by threefold scoring 0.187,

0.185 and 0.148 for the three steps respectively. Han, Adams, Papaioannou, et al. [42] The

most relevant finding for this work’s context was that utilising LoRA and 8-bit quantisation

reduced the performance drastically, rendering a result worse than the baseline. Though

the authors noted, that they did not conduct any extensive hyperparameter optimisation.

Closing this section, one can see that a lot of e↵ort has been put into the development of

medical assistants, especially since LLMs were introduced. Nevertheless, model sizes, used

datasets, hyperparameters, and utilised optimisation techniques have a strong impact on

the results and vary from case to case. Further, evaluation approaches di↵er strongly, since

no overarching standard was established, which might be unsuitable for the new paradigm.

This leads to researchers only displaying a selection of their metrics, probably based on

their best-performing evaluation strategies.

3.2. Patient-Trial Matching

One can distinguish two types of approaches for patient-trial matching, the Structure-then-

Match and the End-to-End strategy.

The Structure-then-Match as proposed by Yuan, Ryan, Ta, et al. [44] extracts and struc-

tures key entities and relations from the EC in the first step, utilising techniques like

Named Entity Recognition (NER), boolean logic and heuristic methods. In the second

step, the structured information is translated into a query to retrieve relevant documents.

The End-to-End approach on the other hand is an encoding-based approach, utilising

NNs to create embeddings from the given information, which are then utilised for match-

ing patient descriptions to ECs [45]. Since the End-to-End approach is the more relevant

approach for this work, only related work utilising this approach is considered. In the

following, the most promising approaches by participating teams from the TREC Clinical

Trials track 2021 and 2022 are summarised, as well as some TREC non-related publica-

tions, achieving decent results. The TREC Clinical Trials track, which firstly stated the

patient-trial matching task in 2021, introduced the trec eval script in September 20164,

which became a standard tool for the evaluation of any of the TREC tracks. The TREC

is an annually occurring conference that has stated di↵erent challenges in the domain of

IR for over 33 years by now. It is important to highlight, that in the case of the TREC

Clinical Trials track, the teams always provide two results. Multiple automatic runs and

multiple manual runs, of which the latter is based on a Human-in-the-Loop active learning

strategy.

The team of Pradeep, Li, Wang, et al. [46] (h2oloo) achieved the best-performing results

in the TREC Clinical Trials track 2021 as well as 2022, even though there is no publication

for 2022 available. Building upon the insights of Koopman and Zuccon [47], who found

out that short keyword-based queries are more e↵ective than lengthy sentences, Pradeep,

Li, Wang, et al. [46] proposed the Neural Query Synthesis method, which leverages the

doc2query-t5 5 model to generate multiple sentence-long queries from the given topics.

4https://github.com/usnistgov/treceval, accessed16.01.202413 : 25
5https://huggingface.co/doc2query, accessed 07.11.2023 22:43
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After generating the queries, the team issued the queries one by one utilising two ranking

algorithms, Best Match 25 (BM25) and Relevance Model 3 (RM3). All query results were

then fused via Reciprocal Rank Fusion as proposed by Cormack, Clarke, and Buettcher

[48] to create a first-stage candidate list.

In the second-stage the authors fine-tuned Med-Mono-T5 (monoT5MED) [49], a neural

Seq2Seq ranking model. They utilised the curated CT-to-Patient matching dataset by

Koopman and Zuccon [47], containing 60 topics and 6,000 relevancy annotations to achieve

their second-stage ranking model. The foundation for Pradeep, Nogueira, and Lin [49] work

was laid by Nogueira, Jiang, and Lin [50], who proposed an adaption of the good text-

generation capabilities of the T5 model [51] to the domain of document relevancy ranking.

The basic idea is to use the model for generating a ”true” or ”false” label for relevant

or non-relevant documents, respectively. Then, the probability for the respective label is

computed via the softmax function. This relevancy ranking is achieved in a point-wise

ranking manner, utilising a template in the format:

Query : q Document : d Relevant : {TRUE|FALSE} (3.1)

While fine-tuning Pradeep, Nogueira, and Lin [49] faced two problems, which they called

the training problem and the inference problem. Since the eligibility and description fields

of the CTs are lengthy multi-sentence fields, the authors faced issues in terms of the model’s

maximum number of input tokens, as well as the high computational costs. Hence, for the

Document : d part of the template, the eligibility and description fields were segmented

using a defined window size. These segments were used as input to the monoT5MED base

model to retrieve the highest-scoring segments, which were then utilised for fine-tuning.

In total, three query templates were used to craft the training data, considering title, con-

dition, eligibility and description. The first captured title, condition and eligibility. The

second captured title, condition and description, and the third all of them.

Inference of their resulting monoT5CT model was conducted similarly. They segmented

the lengthy eligibility and description fields through a defined window size and retrieved

the highest scores of the three utilised templates. With MaxP a single score was retrieved.

monoT5CT achieved a normalised Discounted Cumulative Gain @k (nDCG@k) nDCG@10

of 0.7118 and a MRR of 0.816.

The Alibaba DAMO team [52] proposed TrialMatcher, a first-stage retriever architecture

containing two separate encoders, one for the patient notes and one for the CT. The

authors initialised both encoders based on ClinicalBERT [53] and pre-trained them on

all available CT samples provided by the TREC. The pre-training was conducted in a

contrastive learning manner, where the model’s task was to match patient-to-trial as well

as trial-to-patient. Jin, Tan, Zhao, et al. [52] chose the triplet loss as a loss function

described with

L(A,P,N) = max(kf(A)� f(P )k2 � kf(A)� f(N)k2 + ↵, 0). (3.2)
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The final ranking for the second stage was based on an Embedding Based Retrieval ap-

proach, where the embedding space distance between patient notes and CT is used for the

ranking. To realise the second stage re-ranking, Jin, Tan, Zhao, et al. [52] fine-tuned a

clinicalBERT model on the dataset curated by Koopman and Zuccon [47]. With their best

run (damoebrtog) they achieved a nDCG@10 of 0.595 and a MRR of 0.608, placing second

in the TREC Clinical Trials track 2021. The authors concluded that solely Embedding

Based Retrieval approaches are useful but not su�cient. Further, they argue that a large

noisy set of instances could be more suitable for fine-tuning the second stage re-ranker

than a small, clean one.

In the pivotal work of Gao, Xiao, Glass, et al. [54], the authors presented COMPOSE: A

patient-trial matching system achieving an accuracy of 0.837 on the trial-level classification.

Gao, Xiao, Glass, et al. [54] used a pseudo-siamese network architecture with two branches

using similar and dissimilar pairs for similarity learning. A CNN utilising highway layers

[55] was trained on learning EC embeddings accompanied by a memory network [56] for

the patient’s EHR.

The main idea is to capture both modalities, EC and EHR, into a shared latent space.

One of the specialities of this work is the utilised EHR memory network, consisting of

three sub-memory networks (diagnose, procedure and medications) capturing a patient’s

longitudinal data of physician visits, creating an accessible patient history. Every sub-

memory network is composed of ”four memory slots to store information from fine-grained

to coarse levels” [54]. These four levels create a hierarchical network, leveraging medical

taxonomy, ranging from broad terms to specific ones. This allows the EC network to

calculate its embedding distances with every entry in the memory network individually.

The motivation for such an approach rose from the vast landscape of medical terminology.

To predict if a criteria e matched a certain patient, the authors computed a best matching

memory m̃ value. Given a criterion e (inclusion or exclusion), they calculated the attention

weights for each sub-memory within the memory network and summed them up to retrieve

m̃. In the last step, a Multi-Layer Perceptron was used to create an additional embedding

md for the patient’s demographics, which was then concatenated to m̃ before using the

Softmax function to predict ŷ.

For loss computation, Gao, Xiao, Glass, et al. [54] proposed a composite loss function

consisting of two parts, the classification loss Lc and the inclusion/exclusion loss Ld. For

the classification loss, cross-entropy was used. For the inclusion/exclusion loss, the authors

separated the EC in inclusion and exclusion criteria, before computing the distance between

m̃I or m̃E with d(e, m̃I) or d(e, m̃D), respectively. The inclusion/ exclusion loss Ld is

minimised for the inclusion criteria and maximised for the exclusion criteria. The final

loss L was achieved in adding up Lc + Ld.

COMPOSE is the successor of DeepEnroll by Zhang, Xiao, Glass, et al. [57] since it was

built on a very similar architecture, whereas the biggest di↵erence is, that DeepEnroll does

not focus on the separate contemplation of inclusion and exclusion criteria.

Recent work by Theodorou, Xiao, and Sun [58] builds up on the ideas of COMPOSE
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by providing more interpretable results and slightly higher accuracy on the trial- and

criteria-level classification tasks 0.849 and 0.956, respectively. Theodorou, Xiao, and Sun

[58] proposed TREEMENT, a network di↵ering from COMPOSE mainly by introducing a

dynamic tree-based patient EHRmemory network. For each patient, an individual memory

tree is created. The memory network itself is implemented with the same attributes as

in COMPOSE: Three sub-memory networks which hold four memory slots each to store

information. Besides higher accuracy values in classification, TREEMENT introduced two

major benefits: 1) The slightly adjusted architecture provides a more e�cient memory

network reducing the number of parameters from 497,280 (COMPOSE) to 199,299, and

2) allowing for an easier and more narrow interpretation of the predictions due to the the

tree-structured memory-network.

Summarising, the common approach for relevancy retrieval in patient-trial matching (and

other IR tasks) can be split into two steps: 1) An initial retrieval step to retrieve N docu-

ments using well-established retrieval algorithms (e.g. BM25), and 2) the re-ranking step,

rearranging the initially retrieved documents based on more elaborate architectures like

NNs.

Unfortunately, a proper comparison between the results of the TREC Clinical Trials track

and the TREC non-related systems is not possible, since di↵erent metrics were applied as

well as di↵erent datasets for the patient EHRs utilised. Nevertheless, the contributions of

the last years highlight the importance of the patient trial-matching task and show good

progress in the development of systems applicable in real-world settings, which might help

clinicians in patient-trial enrolment and further tasks very soon.

3.3. LLMs for Patient-Trial Inference

In a recent work of Jin, Wang, Floudas, et al. [59] TrialGPT, a GPT-3.5 model (185 bil-

lion parameters) fine-tuned via an In-Context Learning approach, was introduced. The

model’s task was to predict a patient’s eligibility on the criteria-level classification, given

the patient’s medical note. For the training, the authors used di↵erent biomedical and

clinical natural language inference datasets, which they did not specify further. For the

final inference, the authors split inclusion and exclusion criteria into two sets of data. The

task of excluding ineligible clinical trials was modelled as a binary classification task. The

model was tested in two ways. On the one hand, 415 manually evaluated patient-criterion

pairs were evaluated qualitatively, showing the model’s explanation and localisation capa-

bilities. On the other, in the eligibility classification of 184 patient descriptions and 18,238

CTs. The final trial-level eligibility prediction was achieved by aggregating the criteria-

level predictions. Jin, Wang, Floudas, et al. [59] pointed out, that most errors made by

the model were due to insu�cient medical knowledge.

Nevertheless, their work shows the decent capabilities of foundational models like GPT-3.5

in such complex language tasks, achieving an explanation and eligibility accuracy of 0.850,

respectively. Further, TrialGPT achieves an nDCG@10 of 0.748 with optimal feature

combination.
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Hamer, Schoor, Polak, et al. [60] proposed a patient pre-screening approach by leverag-

ing the capabilities of ChatGPT in assisting a physician at work. They used prompting

strategies (one-shot, selection-inference, chain-of-thought) to first, prompt the model to

check criteria-by-criteria which criteria are screenable and second, prompt the model if

the screenable criteria are met or not and give a rationale on the reasons why. In their

third and last step, a Physician-in-the-Loop was manually evaluating the retrieved model

responses. With this approach Hamer, Schoor, Polak, et al. [60] achieved an overall accu-

racy of 0.720 at criteria-level and a precision of 0.710 at trial-level classification. A recall

of 0.500 was achieved. They stated that the enhancement of the recall should be of major

concern, to assure that no potential treatment is overlooked. Also, they concluded, that

the Physician-in-the-Loop approach can not only prevent hallucination but also help in

terms of interpretability of the final results.

Since Koopman and Zuccon [47] showed the dominance of queries over free text, the ques-

tion came up, if LLMs can help in generating such queries from patient descriptions. This

question was recently tackled by Peikos, Symeonidis, Kasela, et al. [61], where the re-

searchers evaluated ChatGPTs capabilities of query generation based on a given patient

note provided by the TREC Clinical Trials track 2021 and 2022 datasets for first-stage

document retrieval. They experimented with di↵erent prompt sets and system architec-

tures, combining di↵erent pre-processing steps (e.g. negation removing, term expansion)

and compared their first-stage retrieval results to the best performing TREC Clinical Tri-

als track 2021 and 2022 team (h2oloo). The authors achieved a nDCG@10 of 0.512 and

a MRR of 0.623 with their two best approaches (IEMT, NRIEMT), which beat the first-

stage retrieval runs of h2oloo in both years.

After evaluation, in comparing the LLM-generated queries to human-generated queries,

Peikos, Symeonidis, Kasela, et al. [61] concluded that ”ChatGPT might be better for infor-

mation extraction for this task compared to medical experts, under certain circumstances”

[61]. Further, the authors were concerned regarding the lack of knowledge, about whether

ChatGPT was exposed to the TREC 2021 datasets since there is an overlap between the

date upon which OpenAI used data for the training of ChatGPT and the publication date

of the TREC 2021 datasets. Further, small variations in the output, even though the tem-

perature value was set to 0 were noticed and the overall black-boxness of the ChatGPT

API, which might a↵ect the outcomes of the experiments, was criticised. However, they

experienced robustness in running the experiment two times achieving the same results,

under the limitation of using the same account. Even more concerns were imposed upon

privacy and security topics. Hence, the authors appealed for de-identification procedures

before using ChatGPT on real patient data.

With a similar idea Yuan, Tang, Jiang, et al. [62] leveraged ChatGPT for augmenting CTs

EC before feeding those into the embedding-based SOTA patient-trial matcher COM-

POSE. The EC augmentation approach resulted in an enhancement of the model’s preci-

sion, recall and F1 scores on the patient-trial level by 8.6% (0.715 to 0.801), 8.2% (0.748

to 0.830) and 8,4% (0.731 to 0.815), respectively.

An even more recent work by Wong, Zhang, Gu, et al. [45] elaborated on the In-Context
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Learning [63] capabilities of cutting-edge LLMs, such as GPT-4, for end-to-end CT match-

ing. Their experiment showed that GPT-4 delivers reasonable results with no more than

three examples, already outperforming some baseline models like Criteria2Query [44] in

extracting inclusion and exclusion criteria (structuring task). Wong, Zhang, Gu, et al.

[45] limited their work on the entity extraction of EC in oncology as a case study. There-

fore, the model was directed to retrieve histology and biomarker inclusion and exclusion

criteria, achieving an F1 score of 65.4 for histology and 72.5 for biomarkers, respectively.

They highlighted key growth areas required for enhancing the end-to-end CT matching

which are 1) addressing context length limitations and 2) more elaborate approaches in

criteria extraction and structuring. Further, they argued that GPT-4 is not suitable for

checking all patient-trial pairs, but is only useful for a higher-quality re-ranking step on

several already well-received candidates.
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4. Patient-Trial Classification

This chapter gives an overview of the patient-trial classification task introducing this work’s

prototype. Therefore, Section 4.1 explains the used datasets, including all required pre-

processing steps, continuing with the introduction of this work’s prototype architecture in

Section 4.2. The evaluation strategy is described in Section 4.3, followed by an in-depth

review of the prototype’s fine-tuning procedure and its evaluation details in Section 4.4.

Lastly, the hardware setup is described in Section 4.5, continued by Section 4.6 discussing

the findings and limitations of the proposed approach.

4.1. Datasets

Two publicly available datasets are used: 1) the Dataset provided for TREC Precision

Medicine Track 20211 and 2) the dataset provided for TREC Precision Medicine Track

20222. Both datasets contain the same snapshot of the clinicaltrials.gov registry from

April 2021, composed of 375,581 CT in XML format and 125 patient descriptions. They

are composed of 75 distinct patient descriptions released in 2021 and an additional 50

released in 2022. Additionally, gold label files for both years were published after the

conferences took place containing a total of 59.133 judged patient-trial pairs [9]. In the

following, the individual parts of the datasets are shortly explained:

• CTs: Each clinical trial is assigned a National Clinical Trial (NCT) ID, for example

“NCT00392756”. CTs are provided in XML format, containing information such

as title, summary, overall status, start date, study type, EC and many more. CTs

are usually bound to a location as well to one of nine recruitment statuses such as

recruiting, active but not recruiting, completed and terminated, just to name a few.

However, the TREC Clinical Trials track task does not consider the location nor the

status of the clinical trial, since it is not seen as a semantic aspect relevant to IR [9].

• Patient descriptions: Each patient description contains a summary of the patient,

which resembles a doctor’s letter. An example can be seen in Figure ?? This sum-

mary covers information about the patient’s age, disease, past and ongoing therapies,

medication, family medical history, health-induced limitations and any other infor-

mation that might be relevant. Nevertheless, like in reality, the patient descriptions

can also have missing aspects or non-informative ones. In the TREC Clinical Trials

track the patient’s description is referenced as patient topic. However, for this work,

the term patient’s description is used.

• Gold labels: The gold label files provide a mapping between the patient description,

the NCTs and the numerical representation of the label. These files were created by

the conference organisers in pooling examples from all runs of all participating teams.

This pooled samples were judged in cooperation with the Oregon Health and Science

1https://www.trec-cds.org/2021.html, accessed 12.01.23 23:22
2https://www.trec-cds.org/2022.html, accessed 12.01.23 23:23
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University and mapped to one of three possible labels: eligible (2), not eligible (1),

and not relevant (0). In 2021 it contains 35,328 patient-trial pairs, with 5,570 (16%)

eligible, 6,019 (17%) excluded and 23.739 (67%) not relevant items. In 2022 the gold

label file contains 35,394 judged pairs, of which 3,949 (11%) are eligible, 3,047 (9%)

excluded and 28.398 (80%) not relevant.

The data provided for the TREC Clinical Trials track 2023 challenge was not considered in

this work, since the results were not published during this work’s experimentation phase,

and since a new data structure was introduced, not suitable in combination with the topics

provided in 2021 and 2022.

Figure 4.1.: Patient’s description example from the TREC Clinical Trials track dataset.

4.1.1. Pre-processing

Dataset Item Crafting

In the first step, all required data sources are accessed and prepared in an Extract Trans-

form and Load (ETL) pipeline to fit the defined dataset structure 4.2.

Figure 4.2.: The developed dataset item format for fine-tuning.

The gold label file containing the NCT ID, the topic number and the respecting label was

used as a Single Source of Truth to extract relevant data from the di↵erent sources and

create the first raw dataset, which is then split into training and testing datasets based on

a set of patient description IDs and their corresponding year.

Only a few cleaning procedures were run on the patient descriptions like white space

removal since the provided data had a high quality already. For the provided CT snapshots,

on the other hand, more work was required. Firstly, neither all entries provided within the

CTs are relevant, nor is Llama2 capable of ingesting this much textual input. The CT was

analysed for the most relevant data for extraction, cleaning and a final concatenation with

labels and patient descriptions. This led to the extraction of the title, the CT summary

and the criteria block, containing inclusion and exclusion criteria, guided by the template
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of Pradeep, Li, Wang, et al. [46]. Additionally, to enhance the distinctiveness of the three

labels for the fine-tuning and inference stages, the label “not eligible” was changed to

“excluded” and the label “not relevant” to “irrelevant”.

Even though clinicaltrials.gov provides a protocol for CT elements, which specifies that

EC should be noted as a bulleted list with the respecting headers Inclusion Criteria and

Exclusion Criteria, it was noticed that especially older CTs did not contain the criteria

headers within their eligibility block. Since these two keywords were central for the pre-

processing, to make the correct cut between inclusion and exclusion criteria, only those

CTs consistent with the current clinicaltrials.gov CT protocol were considered for the final

dataset. This way, it was possible to make sure, that all items have the same structure

and the required keywords guiding the model’s attention mechanism.

The cleaning process itself involved removing white spaces and line breaks, plus replacing

double quotes with single quotes. Special characters were kept as far as possible, to not

lose valuable information within the CT descriptions. Figure 4.3 shows a shortened CT in

its raw XML format. Relevant information is extracted as shown in Table 4.1.

Title: Study on Newborn Babies With a Yellow Skin Color (Neonatal Jaundice Study)
Summary:Background: Neonatal hyperbilirubinemia is the most common reason for ad-
mission in the neonatal period (first month of life) worldwide and at SMRU. The skin of
the newborn baby becomes jaundiced, which is caused by a high level of bilirubin in the
blood. In some neonates, the level of bilirubin increases to a level that can cause brain
damage or even death. There are di↵erent causes known that can lead to higher levels of
bilirubin, for example, G6PD deficiency and prematurity. In the case of neonatal hyper-
bilirubinemia, the neonate needs to be treated with phototherapy (blue light therapy). If
there is prolonged jaundice (>21 days), further investigations need to be done.
Inclusion Criteria:

1. Written or thumbprint informed consent from the mother during pregnancy.

2. Neonates who are born to mothers who followed antenatal care at SMRU antenatal
clinics.

3. Neonates who are born in an SMRU clinic OR neonates who are born outside SMRU
but visit an SMRU clinic within 48 hours after birth OR neonates who are born
outside SMRU and present with neonatal jaundice at any moment in the first 8
days.

Exclusion Criteria:

1. No written or thumbprint informed consent from the mother during pregnancy.

2. Neonates who are born to mothers who did not follow antenatal care.

3. Neonates < 28 weeks gestation.

4. Neonate born outside SMRU and present > 48 hours after delivery without jaundice.

URL: https://classic.clinicaltrials.gov/cthereasoningtask/show/NCT02361788

Table 4.1.: Example of cleaned and filtered clinical trial.
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Figure 4.3.: A shortened example of a clinical trial in XML format.

Lastly, based on the defined item structure, the pre-processed CT, alongside the patient

description, year, handcrafted instruction, response initiator, label and unique ID were

added as new items to an array of objects one by one, until the processing of all relevant

items was finished. This unique ID was created by concatenating a simple iteration counter,

a patient’s description ID, its corresponding year and the NCT ID of the CT.

Instruction Crafting

The output of an LLM is highly dependent on the prompt utilised. So important, that the

term prompt engineering became its discipline and a new skill to learn, backed by resources

like the Prompt Engineering Guide [64]. Hence, the input data had to be accompanied by

an instruction.

For this work, 13 di↵erent instructions were developed and tested iteratively, ranging from

very simple to more detailed. 12 instructions were streamlined for the classification task,

of which the best was used as the foundation for the instruction adjusted for the reasoning

task.

The best-performing instruction was inspired by the work of Jin, Wang, Floudas, et al. [59],

which was further tweaked by using ChatGPT. This version was tested against the initial

version by inferencing the model and checking which instruction creates responses closer to

a) the label only for the classification task and b) step-by-step extraction with more human-

like reasoning. Table 4.2 displays the best-performing instruction, enhanced by prompting

ChatGPT. The desired output labels are always passed as part of the instruction. Given
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an input X, the designed instruction forces the model to output one of the three possible

labels Y = {A : eligible, B : excluded, C : irrelevant}.

Instruction: Hello. You are a valuable assistant for clinical trial recruit-
ment. Your primary task is to meticulously evaluate a given patient note
in comparison to the inclusion criteria of a clinical trial to determine the
patient’s eligibility. The patient’s note serves as a concise medical sum-
mary that includes information about the patient’s physical and men-
tal condition, past medical procedures, current medications, complaints,
and other pertinent details. Inclusion criteria are the specific factors
that enable an individual to participate in a clinical study. These crite-
ria are typically based on characteristics such as age, gender, the type
and stage of a disease, previous treatment history, and other medical
conditions. Conversely, exclusion criteria are the factors that disqualify
someone from participating in a clinical study, often sharing similarities
with inclusion criteria. To establish a patient’s eligibility for a clinical
trial, it is imperative that all inclusion criteria are satisfied. Simultane-
ously, none of the exclusion criteria should be met. This ensures that
the patient is indeed eligible for the clinical trial. Inclusion criteria are
listed after the ”INCLUSION CRITERIA” keyword. Exclusion criteria
are listed after the ”EXCLUSION CRITERIA”keyword. Please respond
by selecting one of the options in the bracket: A: eligible, B: excluded,
C: irrelevant. Response Initiator: Is the patient eligible for the clinical
trial?

Table 4.2.: Best performing of the 12 developed instructions, plus the used response ini-
tiator.

Train-Test split

To achieve a 90/10 train-test split, a set of patient descriptions, alongside their mapped

CTs was removed from the dataset after initial pre-processing. The resulting training and

testing datasets contain 55,120 and 5,902 items, respectively. Later on, before entering

the training loop, a validation set is created by extracting 10% of the training data.

Preliminary experiments showed that adding a one-shot example allows for more concise

results in the model’s responses and a reduced amount of empty or non-evaluable items.

Hence, a one-shot example based on the task at hand (classification or reasoning) was

added to every item in the testing dataset during runtime. An example of a final dataset

sample is shown in Table 4.4.

Dataset Filtering, Balancing

After the first coarse pre-processing steps and the splitting of the training and testing

dataset, more delicate data filtering and balancing were conducted. This step is config-

urable via configuration files and hence, conducted after the initial dataset generation and

dataset splitting. Further, this step was required due to the tested capacity limit of roughly

1000 words for fine-tuning on a 48GB GPU and the many items exceeding this word limit

in the datasets created in the first pre-processing steps.

For inference, the upper limit was set to the maximum of 1500 words, corresponding to
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Figure 4.4.: Example item from the testing dataset.

approximately 3072 tokens, covering most of the items in the testing dataset and giving

the model enough tokens for a thorough response before hitting the model’s limit of 4096

tokens. Hence, all entries exceeding the maximum word count of 1000 and 1500 words

were removed from the final training and testing datasets, respectively.

Since the classes appeared to be very unbalanced, requiring adjustments. Data balancing

was conducted on the topic level (micro balancing) with the goal of creating a roughly 50/50

(binary balancing) split between positive (eligible) and negative (excluded, irrelevant)

labels. Therefore, the datasets were grouped by their unique topics and aggregated by the

di↵erent labels.

With this balancing goal, the positive label had to appear twice as often as the individual

negative labels. The aspired individual label count per topic was calculated with

min
i

0

@
nX

j=1

xij

1

A (4.1)

Equation 4.1 provides the minimum aggregated label count among the three classes. Fur-

ther, the aspired label count was divided by two for the positive label (12). The other

half was split on the negative labels with (14 ,
1
4). This way, an approximate 50/50 split

was achieved assuring that positive and negative classes appear in an almost equal man-

ner among each individual topic and all its permutations with the di↵erent CTs. After

balancing, the final training dataset contained 11,348 items. Table 4.3 shows the class

distribution of the final training dataset.

Before F&B After F&B
A: eligible 7460 4983
B: excluded 7272 3189
C: irrelevant 40388 3189

Total 55120 11361

Table 4.3.: Class distribution of training dataset before and after all pre-processing steps.

The same procedure was run for the testing dataset, except for the binary balancing, which

was not conducted anymore to allow for a bigger sample pool resulting in 5,920 items. The
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class distribution within the testing dataset is displayed in Table 4.4

Before F&B After F&B
A: eligible 960 931
B: excluded 659 621
C: irrelevant 4183 3984

Total 5802 5536

Table 4.4.: Class distribution testing dataset before and after all pre-processing steps.

4.2. Architectural Overview

Figure 4.5 shows all components included in this work’s prototype. Based on the available

TREC Clinical Trials track gold labels, a supervised learning approach was utilised for

the fine-tuning of Llama2. The llama-recepies3 by Meta was adapted for this work. The

resulting codebase serves two purposes:

1) Providing a set of configuration-based scripts runnable via terminal making experimen-

tation and fine-tuning of LLMs easy and trackable. 2) Allowing for configuration-based

batch inference for experimentation with di↵erent instructions and hyperparameters, in-

cluding the calculation of typical performance metrics tracked by a centralised tracking

system.

The architecture consists of four major blocks, 1) the pre-processingblock, containing the

first non-configurable pre-processing steps, 2) the fine-tuning block, providing a config-

urable way to tweak the datasets and run fine-tuning with di↵erent settings defined in

the fine-tuning configuration file, 3) the inference block, resembling the fine-tuning block

but running the fine-tuned model in generation mode with the required inference hyper-

parameters and 4) the evaluation block, providing some response JSON post-processing

scripts and functions for performance metrics calculation. All relevant inputs and out-

puts are tracked automatically with MLflow4, a tool for tracking the development and for

monitoring ML models in productions.

MLflow was developed to provide researchers and ML developers with an open-source

tracking platform for the end-to-end ML lifecycle. MLflow flow allows the tracking of

hyperparameters, training and inference metrics, and artifact versions via a model registry.

Additionally, MLflow allows for a simplified model deployment and model evaluation,

providing the user with a simple User Interface and customisable data plots. Pytorch5 was

utilised as python based end-to-end ML framework.

4.3. Evaluation Metrics

There are a couple of typical evaluation metrics from classification tasks and IR such as

accuracy, precision, recall, F1 score, Precision @k (P@k) and nDCG@10 utilised in this

work.
3https://github.com/facebookresearch/llama-recipes, accessed 20.08.23 10:35
4https://mlflow.org/, accessed 21.11.2023 19:40
5https://pytorch.org/, accessed 14.01.24 15:47
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Figure 4.5.: The prototype’s architecture is made of four major building blocks.

The Accuracy metric 4.2 is the most prominent metric found in ML. For binary classifi-

cations, it is defined as

accuracy =
TP + TN

TP+TN + FP+FN
, (4.2)

whereas TP = True Positive, TN = True Negative, FP = False Positive and FN = False

Negative. In the case of multi-class classification, accuracy is denoted as

accuracy =
Correct classifications

All classifications
. (4.3)

Precision 4.4 and Recall 4.5 also play an important role in IR and ML in general. The

precision score calculates the relative amount of relevant items within all retrieved items.

The recall score (also called sensitivity) calculates the relevant retrieved items considering

all relevant items.

precision =
TP

TP+FP
(4.4)

recall =
TP

TP+FN
(4.5)

A downside of the precision score comes up when the dataset is very unbalanced, which

can result in high precision scores, even though the model’s performance might be poor

(e.g. only one relevant element among 100 samples, if retrieved by the model, equals a

precision of 100%). The downside of the recall score is that it requires knowledge about
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all relevant items, which especially in IR is rarely the case.

The F1 score 4.6 represents the harmonic mean of the precision and recall. The F1 score

is denoted as

F1 = 2
precision · recall
precision+ recall

(4.6)

representing precision and recall symmetrically. At the same time, this highlights the

downside of F1, assuming precision and recall have the same importance.

Lastly, the Area Under the Receiving Operator Curve (AUROC) is a metric to tell the

discrimination capabilities of a model between positive and negative cases. It compares

the True Positive Rate with the True Negative Rate. In the case of a multi-label problem,

two approaches are possible: 1) One vs. Rest, or 2) One vs. One. In the former case,

a binary problem is created by separating one label and comparing it to the others. For

the latter case, the problem is split into multiple binary problems, comparing all possible

pairs with each other. To get a final value, in both cases, the results are simply averaged.

P@k 4.7 is a metric considering the number of top-k items, that are relevant. It is denoted

as

P@k =
Number of relevant items in K

Total number of items in K
(4.7)

and an easy-to-understand metric with high interpretability. Nevertheless, its downside

is that the quality of the ranked results is not considered, since the exact position which

relevant items occupy is not taken into account.

Another typical IR metric is the nDCG@k 4.8, comparing the ranking of the retrieved

items with their ideal ranking. It is denoted as

nDCG@k =
DCG@k

IDCG@k
, (4.8)

whereasDCG represents the discounted cumulative gain, and its ideal counterpart (IDCG),

where all relevant elements are at the start of the list. The DCG simply represents the

number of relevant items within the top-k items, penalised by a logarithmic discount if the

item appears further down in the ranked list. This DCG@k score is then normalised by

the ideal ranking. The nDCG@k is a rank-aware metric, handling binary and numerical

scores. Nevertheless, the interpretation might be limited since the logarithmic discount

could appear arbitrary.

4.4. TrialLlama

4.4.1. Fine-tuning

Llama2 was fine-tuned to create TrialLlama and compared to a version fine-tuned on

a di↵erent hyperparameter set and the pre-trained model. For fine-tuning, the training

dataset samples had to be transformed into prompting items in a dedicated step. These
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prompting items were generated in two steps: 1) Tokenising the inputs and masking the

labels, and 2) injecting the tokenised items to a prompt template in the following format

"prompt_input": "{instruction} {topic} {clinical_trial} {response}".

These prompting items are generated during training, which results in less memory con-

sumption since the items don’t have to be created and saved temporarily beforehand.

The validation dataset was used to select the best model. LoRA was used as the un-

derlying PEFT method and all weights were loaded in 8-bit. Training metrics such as

average train epoch loss and average eval epoch loss, etc., were tracked using MLflow.

After approximately 200 experimental runs with di↵erent hyperparameter settings and

dataset sizes, the most adequate set of hyperparameters was selected for TrialLlama. Table

4.5 shows an overview of tested hyperparameters, building up on each other and always

selecting the best runs.

instructions 12
dataset sizes 10

gradient accumulation-lr combos 8
weight decays 2

dataset balancing strategies 2
one-shot strategies 2

Table 4.5.: Number of di↵erent versions of dataset or hyperparameter-related variables
tested while experimentation.

Besides, since most Llama2 -based prototypes found in literature simply utilised the hyper-

parameters proposed in the original work of Touvron, Martin, and Stone [4] for finetuning.

Hence, besides training TrialLlama, a version called TrialLlama Meta was trained with

the originally proposed hyperparameters.

Further, the conducted experiments also included adding a one-shot example already in

the fine-tuning stage, which was omitted since train-valid performance did not increase

significantly. The best-performing hyperparameters for training TrialLlama and the hy-

perparams for TrialLlama Meta are displayed in Table 4.6. The LoRA configuration was

kept the same for both models (Table 4.7).

The best performing TrialLlama version was fine-tuned on 3000 samples equivalent to

3.01 million tokens. Experimentation revealed decreased performance when fine-tuning

was conducted on more samples. A micro-batch size of four was chosen with no gradient

accumulation, resulting in an e↵ective batch size of four as well. TrialLlama achieved its

optimal validation loss after three epochs of training, starting to overfit afterwards.

4.4.2. Evaluation Details

All introduced performance metrics were calculated for the original three-label classifica-

tion and a transformed binary problem , achieved by mapping the two negative labels

excluded and irrelevant to the same numerical value. Since two of the three labels are
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TrialLlama TrialLlama Meta
epochs 3

train samples 2700
valid samples 300
train tokens 3.1M

micro batch size 4
max tokens 2048
weight decay 0.1
optimiser AdamW

one-shot example False
lr 1e-4 2e-5

gradient accumulation 1 16
learning rate scheduler stepLR cosineLR

�1,�2 N/A 0.90, 0.95
min lr N/A 2e-6

Table 4.6.: Hyperparameters utilised for the fine-tuning of TrialLlama compared TrialL-
lama Meta fine-tuned on the hyperparameters proposed by Touvron, Martin,
and Stone [4]

Hyperparameter Value
r 8

alpha 32
task type CAUSAL LM

lora dropout 0.05

Table 4.7.: Hyperparameters for LoRA optimisation.

negative, the binary mapping and the calculation of binary performance metrics of the

models’ responses can be justified as valid strategy.

TREC trec eval evaluation

This trec eval script takes the provided TREC gold-label file for a specific conference year

and teams top-1000 retrieved patient-trial pairs from their best run as input. This run file

underlies the constraints of being in the specified format. Then the script, written in C,

calculates and returns typical IR metrics.

As mentioned in Chapter 3, two types of runs exist in the TREC Clinical Trials track.

The automatic and the manual run. The automatic run tests the model-only classification

capabilities, while the manual runs includes a manual intervention of any kind to enhance

the retrieval results. This work only considers automatic runs for evaluation, since no

HITLS strategies were applied.

4.5. Hardware Setup

The model’s fine-tuning was run on a single NVIDIA RTX A6000 48GB GPU. Hence,

initial experiments were conducted to find the maximum number of tokens which fit on

48GB with the optimal batch size of four. This resulted in a maximum token number of

roughly 2300 tokens. To align with the convention of 2x for the number of tokens, the
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maximum number of tokens for fine-tuning was fixed to 2048 tokens, corresponding to

approximately 1000 words. This led to a peak GPU utilisation of 40.7 GB.

For the inference the maximum token number of 4096 tokens was applicable, resulting in

a peak GPU utilisation of 22.4 GB, since for inference an e↵ective batch size of one is

the case. It is important to mention, that the maximum number of tokens includes the

number of input tokens as well as the number of generated tokens. Hence, the input token

number was limited to 3072 (approximately 1500 words) which is enough to fit most of

the prompt items from the testing dataset. The residual 1024 tokens were reserved for the

generation process. The fine-tuning of TrialLlama around 30 hours.

4.6. Results and Discussion

TrialLlama disclosed strengths and weaknesses about the fine-tuning procedure, the ex-

traction and patient-trial matching capabilities of Llama2 and the TREC Clinical Trials

track datasets in general.

4.6.1. Findings

It was possible to fine-tune Llama2 in a supervised manner provided TREC Clinical Trials

track conference data and labels, even though requiring substantial e↵orts in instruction

crafting and inference-related hyperparameter adjustments. Yet, the final version of Tri-

alLlama showed decent performance, especially in the binary evaluation setting. With an

accuracy of 0.812 TrialLlama achieved solid results including or excluding a patient from

a given CT compared to its baseline and TrialLlama Meta. In the following TrialLlama is

referenced simply as TL for the sake of shortness and simplicity.

Classification Performance Comparison

Table 4.8 shows the performance comparison of TL, TL Origin and the baseline for the

three-label problem and Table 4.9 for the binary problem. The binary results stand out,

especially in terms of precision, scoring 0.927. Nevertheless, all other metrics show good

results as well with an Accuracy of 0.813, an F1 score of 0.883 and an AUROC of 0.751,

indicating good discrimination capabilities. Nevertheless, TrialLlama also performs signif-

icantly better in the three-label classification setting than the compared models reaching

an accuracy of 0.627. The AUROC score stays almost the same with 0.716.

While testing di↵erent model versions on inference, di↵erent numbers of empty or unusable

responses, containing unnecessary characters and symbols, were noticed. This was caused

by the fact that none of the fine-tuned models were capable of responding with exactly

one of the three provided labels. This led to the problem of non-matched items by the

regex, leading to a total of 287 non-evaluable responses. Yet, based on the full testing

dataset size of 5,536 items, fine-tuning the model on optimal hyperparameters reduced

the number of non-evaluable responses by 67% and 81% compared to TL Origin and the

baseline, respectively.
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Additionally, comparing the inference results of TrialLlama without a one-shot example

reduced the number of evaluable items drastically by roughly 30% to 3,556. The utilised

one-shot examples for the classification and the reasoning task are attached to Appendix

A.

Accuracy Precision Recall F1 AUROC Evaluable Items
Baseline 0.162 0.054 0.333 0.093 0.500 3890
TL Meta 0.247 0.351 0.346 0.214 0.506 4689

TL 0.634 0.532 0.595 0.530 0.716 5234

Table 4.8.: Three-label problem classification performance of TrialLlama (TL) vs. Baseline
on all available testing samples.

Accuracy Precision Recall F1 AUROC Evaluable Items
Baseline 0.162 0 0 0 0.5 3890
TL Meta 0.312 0.847 0.223 0.353 0.504 4689

TL 0.813 0.926 0.843 0.883 0.751 5234

Table 4.9.: Binary problem classification performance of TrialLlama (TL) vs. Baseline on
all available testing samples.

While training TrialLlama achieved a minimal training loss of 0.125 and a validation loss

of 0.175 before starting to overfit as seen in the train vs. validation plot in Figure 4.6.

Figure 4.6.: Training vs. validation loss of TrialLlama training.

Taking a look at the confusion matrix for the three-label classification in Figure 4.7 the

model performed decently on the correct prediction of the irrelevant class with 64.65%

of correctly classified irrelevant patient-trial pairs. TL struggles most in di↵erentiating
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between irrelevant and excluded. A share of 23.43% actually irrelevant items were classified

as excluded. Only 11.91% of irrelevant pairs were classified as eligible. Given the strong

predominance of the irrelevant class in the testing dataset, the model performed fairly

decent. For the excluded class the model struggles the most, predicting equally between

excluded and eligible, only getting 44.52% correctly. TL performs decently on the eligible

classification of patient-trial pairs, with a correct classification of 66.82%, scoring highest

among the three classes.

Figure 4.7.: TrialLlama confusion matrix for the three-label classification inference.

Contemplating the binary confusion matrix in Figure 4.8, where both negative classes were

merged, a significantly better result can be observed. The binary excluded class (irrelevant

plus excluded), achieves a correct classification of 84.06%. The eligible result did not

change, since only the negative labels were merged. Yet, the model’s struggles with eligible

patient-trial pair classification can be seen more clearly now since the binary confusion

matrix highlights the 33.18% of actually eligible pairs which were wrongly classified as

excluded.

4.6.2. Comparison to Similar Systems

As for the TREC teams, TL was run on the datasets for 2021 and 2022 individually. Table

4.10 shows the distribution of the testing dataset classes split by year. To compareTL

with these teams, the summed token probabilities of the classification were utilised for a

relevancy ranking of the classified items.
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Figure 4.8.: TrialLlama confusion matrix for the binary classification inference.

2021 2022
eligible 747 184
excluded 549 74
irrelevant 2139 1845
Total 3435 2203

Table 4.10.: Samples for inference from the testing dataset divided by year.

A strong imbalance can be seen between the class irrelevant and the other classes, espe-

cially for 2022. In general, this large imbalance is caused by the fact, that most CTs are

irrelevant for a patient. In this work’s case, the heavy imbalance in 2022 was amplified by

the random selection of patient descriptions and their respective CTs for while splitting the

training and testing datasets. Unfortunately, the randomly selected patient descriptions

from 2022 are mapped mostly to irrelevant CTs.

Table 4.11 and Table 4.12 compare the results of TL and the best-performing teams of

the TREC for 2021 and 2022, respectively. The results show that TL achieved the best

nDCG@10 and P@10 scores compared to the best-performing TREC Clinical Trials track

teams from the past two years. Scores were derived from the overview publications of the

TREC Clinical Trials track 2021 and 2022 [9].

One can see decent results comparing TL 2021 with the winners of the TREC Clinical

Trials track from 2021, where TrialLlama’s nDCG@10 score of 0.652 is relatively close to
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nDCG@10 P@10
h2oloo 2021 0.712 0.593
TL 2021 0.652 0.738

Table 4.11.: Comparision of best TREC Clinical Trials track runs with TrialLlama (TL)
on topics from 2021.

nDCG@10 P@10
h2oloo 2022 0.613 0.509
TL 2022 0.328 0.375

Table 4.12.: Comparision of best TREC Clinical Trials track runs with TrialLlama (TL)
on topics from 2022.

the nDCG@10 score of h2oloo 2021 team with 0.721 and even surpasses the 2021 team’s

P@k value with 0.738. This shows the decent retrieval capabilities of TrialLlama not

considering the ranking quality of the results.

Regarding TL 2022, the result is quite poor, achieving a nDCG@10 of 0.328 compared to

the h2oloo teams value of 0.613. Also the P@10 scores significantly below the h2oloo team.

Overall, the non-LLM-based solutions of the TREC Clinical Trials track teams perform

better compared to TL.

The trec eval script output for both years is attached to Appendix B.

A comparison between TL and its closest counterpart TrialGPT was not possible to the

full extent, since TrialGPT was evaluated on 185 topics and 18,238 CTs in a criterion-level

manner from three di↵erent datasets, including the TREC Clinical Trials track datasets

and SIGIR Conference Challenge dataset6. The SIGIR dataset was not used for this work’s

inference, since the patient descriptions are provided in slightly di↵erent formats requiring

adjustments for data pre-processing. Yet, restricted comparison can be justified, since

SIGIR topics were extracted from the TREC Clinical Decision Support track (2014/2015),

being su�ciently similar to the topics provided in TREC 2021/2022. Hence, comparison

under this assumption can be justified.

Nevertheless, a comparison with TL was conducted on as much testing data as was available

in this work. The results can be seen in Table 4.13. TrialGPT performs significantly

better in terms of nDCG@10 and P@10. Yet, TL’s performance can be argued as decent,

considering the more generic trial-level evaluation approach and the much smaller model

size (13B vs 185B).

nDCG@10 P@10
TrialGPT 0.748 0.675

TL 0.551 0.571

Table 4.13.: Comparison of TrialLlama (TL) and TrialGPT.

Overall, TL performed solidly among TREC Clinical Trials track-based solutions and its

6https://data.csiro.au/collection/csiro:17152, accessed 26.01.24, 16:48

40



4.6. Results and Discussion

closest counterpart TrialGPT. Nevertheless, the comparison was limited due to the unique

approach of TrialLlama, requiring further evaluation in future work.

4.6.3. Limitations

Architecture of pre-trained Model

Since TL is based on Llama2, which is a decoder-only Causal Language Model, capable of

generating text in predicting one token at a time given an input sequence. This does not

state optimal conditions for the classification task faced in RQ1, where Masked Language

Models like BERT [15] or Seq2Seq models like BART [65] might be the better choice as used

in most of the approaches of TREC Clinical Trials track 2021 and 2022 and non-TREC

related publications. A possible solution for this issue could be an approach to adapt

LLMs for fine-tuning with discriminant labels to perform supervised label prediction by

Li, Li, Liu, et al. [66]. Yet, this was not explored or adapted in this work.

Yet, forcing the model to answer with a label only revealed itself to be more tricky than

first expected, requiring excessive hyperparameter and instruction experimentation. After

fine-tuning, adding a one-shot example to the testing items became mandatory to trigger

the model’s chat capabilities. Simply changing the max new tokens parameter or the

instruction did not dissuade the model from responding in the classification.

Comparability

Due to computational limitations and the supervised fine-tuning approach only a substan-

tially smaller number of dataset items was available for classification, compared to the

TREC Clinical Trials track team runs. Usually, the TREC teams fine-tuned their models

on di↵erent data sources or in an unsupervised manner, since gold labels were created based

on the teams’ submissions and only provided after the conference took place. Therefore,

all patient-trial combinations are available for final inference and the resulting relevancy

ranking of the top 1000 items. In this work’s case, most data was already utilised for

model fine-tuning or removed during pre-processing due to length or unsuitable structure,

and hence not used for inference. This could be one reason for the poor results for the

2022 comparison since many of the relevant patient-trial pairs possibly weren’t included

in the testing dataset due to the arbitrary training-testing split. Hence, the comparison

results should be viewed carefully having limited expressiveness.

Even though TrialGPT is the closest relative to TrialLlama, the comparison is possible only

in a limited way since the approaches for evaluation were very di↵erent. TrialGPT focused

on a very thorough, mostly manually conducted qualitative evaluation on a criterion level,

whereas this work aimed primarily at an automatic evaluation strategy of TrialLlama,

stating the classification task on trial-level. Also, TrialGPT was fine-tuned with an in-

context learning approach.

Lastly, based on the unique architecture of TrialLlama, a comparison to COMPOSE by

Gao, Xiao, Glass, et al. [54] was not feasible due to completely di↵erent datasets utilised

for the final classification inference, which were not publicly available.
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Hyperparameters

The search for optimal hyperparameters turned out to be quite hard, which might be

explained by the non-optimal data-architecture fit. Hence, it cannot be guaranteed that

the hyperparameters used for this work are optimal, especially since the validation loss

reached an unsatisfying minimum before overfitting and increasing again. Nevertheless,

the chosen hyperparameters showed promising fine-tuning results, which one can build

upon.

Dataset

Also, there are shortcomings in data quality, which impacted the fine-tuning issue of the

model. While working with the dataset, a strong resemblance among some topics and the

high discrepancy between the number of available topics and the total number of judged

CTs was noticed. With the already relatively small number of unique patient descriptions,

the high repetition of topics within the training samples resulted from this. As Jin, Wang,

Floudas, et al. [59] already concluded the provided TREC datasets might be over-simplified

and hence not very representative of real-life settings.
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The following chapter builds upon the preceding chapter utilising the fine-tuned TL model

for the reasoning task, introduced in Section 5.1, explaining the major di↵erences for the

reasoning task. Section 5.2 provides details about the evaluation strategy. Lastly, in

Section 5.3 the findings are summarised, limitations discussed and some theoretical &

practical implications derived.

5.1. Reasoning task

The reasoning task was tested on the best-performing TL version fine-tuned for the classi-

fication task, to keep the overall model consistent and since there was no dataset available,

containing the required human-like responses for a fine-tuning suitable the reasoning task.

So for the reasoning task, only some minor changes were made: 1) A dedicated instruction

to trigger the more step-by-step extraction and answering capabilities for ECs and 2) some

hyperparameter tweaks to re-trigger the chat capabilities of TL, since otherwise, the model

would continue to respond in a classification manner.

Instruction and Response Initiator

For the reasoning task, the last sentence of the instruction was modified to “Please give

a final summary at the end” and the magic words “Let’s think step by step” were added

to the response initiator. This helped to force the model to extract criteria one by one

concisely. This slightly di↵erent instruction and response initiator was only used for the

reasoning task.

Dataset

A small sample of 15 randomly selected items was extracted from the testing dataset.

These dataset items, already adjusted with the inference instruction alongside the one-shot

example for the reasoning task, are ready for prompting TL and evaluate the responses

qualitatively. Additionally, the binary balancing strategy was re-utilised to achieve the

best possible class distribution of the extracted dataset samples, considering the relatively

small evaluation size.

Hyperparameters

The max new tokens value was changed from 10 to 800 to allow for a more detailed

response, providing enough room for generation and parallelly contributing to the reacti-

vation of the chat capabilities.

5.2. Evaluation Strategy

5.2.1. Evaluation Details

To evaluate the results of the reasoning task, the pre-trained, as well as TL were prompted

individually with the 15 randomly selected patient-trial pairs, resulting in 30 responses.
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5.2. Evaluation Strategy

The task was to extract all criteria from the CT one by one and discuss the patient’s

eligibility in a step-by-step manner before giving a final verdict.

Firstly, the retrieved responses were rated by two annotators from the IAM (the author

included) using a five-point Likert scale ranging from very poor (1) to excellent (5). For

guidance, an annotation guideline (Table 5.1) was developed and provided alongside a

short task instruction 5.1.

Expression Criteria
(1) Very Poor Wrong answer + no criterion OR Crite-

rion(s) extracted but labeled wrongly Gib-
berish answers

(2) Poor Only correct label OR wrong label with
partly correct criterion/explanation

(3) Fair Correct label + one criterion ex-
tracted/short explanation given Wrong
label + multiple criteria correctly ex-
tracted and classified/correct reasoning

(4) Good Correct label + > 2 criterions labeled cor-
rectly/relevant explanation given OR cor-
rect label + single most relevant criterion
given

(5) Excellent Correct label and concise explanation OR
all relevant criterions extracted and la-
beled correctly

Table 5.1.: Annotation guideline developed for the raters.

Figure 5.1.: Annotation task instruction containing five steps.

Cohen’s kappa  was calculated for the Inter Annotator Agreement (IAA) [67] with

 ⌘ po � pe
1� pe

= 1� 1� po
1� pe

(5.1)

where p0 denotes the relative observed agreement between two annotators and pe describes

the hypothetical probability of agreement by chance. This IAA metric was selected since
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5.3. Results and Discussion

Cohen’s kappa allows the calculation of the inter-rater reliability of exactly two raters,

which is the case for this work. Additionally, the average annotator ratings for pre-trained

and fine-tuned models were calculated.

Secondly, to get an additional, more feasible qualitative assessment of the models’ re-

sponses, some performance metrics were calculated manually. This was achieved via an

in-depth CT and response evaluation, allowing the extraction of the total number of all

ECs contained in 15 samples and the comparison of aspects like number of extracted ECs,

the distribution between inclusion and exclusion criteria, correctly classified extracted ECs

and the number of correct verdicts. With this information the calculation of the accuracy,

the precision, and the recall was possible.

5.3. Results and Discussion

5.3.1. Findings

Solving the reasoning task revealed insights into the great capabilities of small open-source

LLMs in extracting and assessing information from input data sources. TL showed good

performance on the extraction of most of the relevant criteria, pointing out missing or

incomplete information and making assumptions based on available information such as

deriving a patient’s physical state. The experiments also showed the already great capa-

bilities of the pre-trained model in extracting most of the inclusion EC correctly. Yet the

pre-trained model stopped there most of the time, neither answering the patient’s eligibil-

ity for the individual criteria nor giving a final verdict.

Results

Even though TL was fine-tuned on a classification task only, the model showed enhanced

capabilities in the correct extraction and classification of ECs and its understanding and

assessment of the underlying information.

The outcomes of the qualitative evaluation are summarised in Table 5.2. Since the baseline

model sometimes only extracted criteria instead of answering the question of eligibility,

those “empty” answers were counted and compared as well.

The 15 testing samples contained 10 eligible, two irrelevant and three excluded patient-

trial pairs, with a total of 160 ECs.

The number of not-answered patient-trial classifications dropped from eight to zero. TL

showed enhanced performance in extracting criteria, compared to the baseline.TL ex-

tracted 74 criteria, as opposed to 56 in the baseline.

Further, the accuracy of correctly classified patient-trial pairs increased by 0.666, The

precision increased by 0.640 and the recall by 0.319 compared to the baseline. In the

number of total extracted ECs, TL only enhanced little to the baseline by 0.125. Looking

at the class distribution of extracted ECS, a bias towards extracting only inclusion criteria
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5.3. Results and Discussion

can be noticed in the baseline (43 vs. 20), which is not resolved after fine-tuning (47 vs.

27).

Lastly, for the two annotators (A1, A2) a Cohen’s Kappa of 0.353 was calculated, indicating

a fair agreement. It is noticeable that the TL enhanced regarding the average rating (1-

5) by both annotators, exceeding the average rating score for the pre-trained model by

2,2 points. Nevertheless, among the 30 evaluated responses, only one single item had a

deviation of ±2 between the annotators’ ratings. 14 items matched perfectly between

annotators and 16 varied by only ±1 point (Table 5.3).

Llama2 TrialLlama
Total number of responses 15

No. of responses with eligibility verdict 7 15
Total ECs 160

Retrieved ECs 63 74
Inclusion Criteria 43 47
Exclusion Criteria 20 27
Accuracy of verdicts 0.257 0.933

Precision 0.333 0.973
Recall 0.131 0.450

Cohen’s Kappa 0.353
Average annotator score 2.667 4.467

Table 5.2.: Qualitative evaluation of the base model vs. TrialLlama on 15 randomly se-
lected samples from the testing dataset, adjusted by modifying the instruction
and the response initiator.

A1/A2 Excellent Good Fair Poor Very Poor Row Sum
Excellent 6 4 0 0 0 10
Good 4 1 1 1 0 7
Fair 0 0 2 1 0 3
Poor 0 0 0 4 4 8

Very Poor 0 0 0 0 2 2
Col Sum 10 5 4 6 6 30

Table 5.3.: Summary of rating results of both annotators utilised for calculation of Cohen’s
Kappa.

Inference Response Examples

Figure 5.2 depicts an exemplary model response and the respective patient-trial pair. The

ground truth is eligible.

One can notice that the model, even though answering as enumeration, did not insert any

kind of separation between inclusion and exclusion criteria, making it hard for any human

reader to understand which criteria belong to which group, requiring the original CT ECs

as reference.

Nevertheless, very interesting to notice are the model’s great extraction and reasoning

capabilities. First of all, TL correctly derived the patient to have a hypothyroidism based
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on her symptoms and laboratory results (highlighted in yellow). Also TL was capable

of discriminating between past and current values as seen in the example (highlighted

in green) since the patient description mentions the BMI before and after Levothyroxine

administration over a certain period of time, which helped the patient to lose weight.

However, she’s still eligible based on her new BMI, as correctly concluded by TL. Further,

the model reasons logically about the patient being “su�ciently substituted” since she

started to take Levothyroxine to treat her hypothyroidism (purple).

Yet, two things get a bit confusing here, since the CT says either a) not su�ciently

substituted patients, or b) patients su�ciently substituted with a TSH in the range of

0.5 to 2.5 mlU/D. Hence, it is unclear if TL considered this information as well or simply

landed a lucky shot this time.

Lastly, for the exclusion criteria, TL summarised the exclusion criteria by simply stating

that the patient does not meet any of them (orange). This reflects the issue noticed

in the findings of not extracting exclusion criteria equally detailed as inclusion criteria.

Nevertheless, in this example’s case, the model’s answer is not wrong since it is true that

the patient at hand does not meet any of the stated exclusion criteria. At least, they

are not mentioned in the patient’s description Yet, summarising the evaluated responses,

TL shows astonishing results regarding criteria extraction, reasoning and final verdict

statement.

The output files containing all evaluated model responses, patient description and CTs

can be found as part of the Github repository1. More response examples, with their

corresponding CT and are attached to Appendix C.

5.3.2. Limitations

Evaluation Scope

The evaluation of the reasoning task was only conducted on a small sample by non-medical

professionals and compared to the pre-trained model’s responses. Hence, the results do

not reflect the reasoning capabilities of the fine-tuned model against bigger models such as

TrialGPT, ChatGPT or even GPT4. Also, no tests in the clinical environment have been

conducted yet, due to a lack of data accessibility, doctors’ availability and the currently

very slow inference of the model taking up to five minutes depending on the patient-trial

pair.

Hallucination

The widely known issue of hallucination occurred in some cases. This problem can be

attributed to the relatively small number of patient descriptions and some resemblance

between descriptions, which led to a somewhat repetitive dataset composition. The hallu-

cination happened in some instances, resulting in the model’s responses reflecting knowl-

edge from training data, only considering the actual information from the underlying CT

partly or not at all.

1https://github.com/UKEIAM/TrialLlama/tree/main/qualevaloutput
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Figure 5.2.: TrialLlama example reasoning task response.
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Inclusion Criteria Bias

Lastly, as already noticed, the exclusion criteria are not focused on as strongly as the

inclusion criteria by the model, resulting in a very short exclusion criteria statement. This

behaviour was noticed in most evaluated responses, with only two cases, where the exclu-

sion criteria were properly extracted. Nevertheless, since the pre-trained and fine-tuned

version clearly shows good capability of extracting required information, this inclusion

criteria bias hints at issues with the one-shot example, the instruction or some other issues

with the CTs.

5.3.3. Theoretical & Practical Implications

Theoretical aspects

From a theoretical perspective the data used for training TL can be argued as adequately

domain-specific and with the evaluation of the reasoning task showing decent performance

and comprehensible responses in the model’s reasoning skills, some issues mentioned by

Thirunavukarasu, Ting, Elangovan, et al. [28] (Accuracy, Coherence, Security and Privacy)

were successfully tackled with this work. This opens the door for further research towards

a patient-trial matching assistant, which could be used by physicians in their daily work

routine, reducing time spent on the task of patient-trial matching.

Further, the decent performance of TL on the classification task showed that small-sized

LLMs can be forced to act as classifiers. In this case for patient-trial matching.

But more promising are the results of the reasoning task. Even though TL was solely

fine-tuned on a classification task, TL demonstrated great enhancements in its extraction,

discussion and deduction capabilities compared to the baseline. Since this was achieved by

only a few inference-related adjustments such as increasing the max new tokens parameter,

enriching the instruction and adjusting the response of the one-shot example, the need for

a dataset annotated by experts is rendered not absolutely necessary. This is a positive

finding since these expert datasets are rarely available and e↵ortful in creation. Neverthe-

less, a dedicated expert dataset would most probably enhance the model’s performance

significantly.

Practical aspects

TL opens the doors for deployment within real clinical context since stating no privacy

concerns allowing for being trained and deployed locally. Its small size even allows it to

run inference on consumer-grade hardware, requiring as little as 22GB of RAM. Further,

the deployment in the clinical environment holds great benefits for model fine-tuning since

huge amounts of real clinical data, unique for the institution become available. This allows

for tailored model development and system integration. One could even think further and

consider approaches like federated or split learning, where only the local model weights

are shared by multiple clinics, keeping the data private and allowing for the training of a

powerful assistant, which could be used beyond patient-trial matching. Additionally, given

TL’s flexible architecture, the provided codebase enables an easy exchange of utilised base

models, allowing for experimentation with other pre-trained LLMs, if required.
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Keeping the small model size of TL has even more advantages like lower energy consump-

tion and cheaper hardware, which is not irrelevant since the former is going to play a

more and more important role, considering green energy goals and the trend towards more

sustainable ML in general.

Rapid evolution of LLMs in medical applications

Nevertheless, one should keep in mind that the domain of LLMs for medical applications

is changing rapidly. With the release of systems like GPTs by OpenAI 2, Gemini by

Google3 and new fine-tuned models like Meditron [39], new promises are made and new

possibilities are created. Since OpenAI promised local, privacy-preserving deployment of

a specialised GPT for enterprise customers, the possibility of using such a system in the

clinical context has to be evaluated as well as for a deployment of the Meditron model.

With the given insights while developing both TL, this work pushes research further to-

wards more capable patient-trial matching systems, preserving the chat capabilities of

LLMs and previewing future assistance systems for clinicians.

In conclusion, this work”s proposed open-source prototype is practically utilisable for the

patient-trial matching task. Additionally, the provided open-source repository for the pre-

processing of the TREC Clinical Trials track data, fine-tuning a pre-trained LLM, infer-

encing and evaluation, can help in building further real-world LLM applications, especially

for the domain of clinical assistance systems.

2https://openai.com/blog/introducing-gpts, accessed 13.11.23 21:37
3https://blog.google/technology/ai/google-gemini-ai/capabilities, accessed 10.01.24 15:56
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6. Future Work

This chapter gives an outlook on future work, addressing issues and ideas which came

up during this work’s development. Section 6.1 discusses more ideas on TrialLlama’s

architecture, continued by a discussion about the dataset composition in Section 6.2. In

Section 6.3 this chapter is closed with some thoughts on more elaborate hyperparameter

tuning.

6.1. Architecture

The proposed architecture does not contain any feedback loops or correction systems. A

common approach for the fine-tuned model’s alignment is RLHF. Since this approach is

very e↵ortful [16], one could think about exploring new approaches like Reinforcement

Learning from AI Feedback. Additionally, the systems architecture could profit from ac-

cess to a broader knowledge base. This could be achieved by exploring RAG approaches,

allowing the model to fetch recent data from a defined database, enhancing its understand-

ing of concepts and terms and delivering the most recent results in the fast-changing world

of medical applications terminology.

Further, the Causal Language Model architecture of this work’s base model is not ideal

for the classification task. Nevertheless, it is very suitable for the reasoning one. Hence,

experimenting with the approach of Li, Li, Liu, et al. [66] could be of high interest, to see

how the model performs after adjusting it to label-supervised fine-tuning.

Lastly, other small-sized open-source LLMs should be implemented with this work’s ar-

chitecture. Running the evaluation on these di↵erent models would allow for a bigger

comparison and lead possibly to finding the best base model for the real clinical deploy-

ment of a patient-trial matcher or similar applications.

6.2. Dataset Composition

One important point is to rethink the data generation pipeline to achieve an even cleaner

and more curated training dataset, leveraging the full power of the current architecture

and allowing for more precise learning of relevant data. Due to the sometimes quite

messy and complicatedly written CT descriptions paired with patient descriptions and the

instructions, the created training and testing datasets used for this work imposed di↵erent

challenges in the LLM fine-tuning due to input length, unknown words, laboratory values

and mathematical expressions. Hence, it should be analysed what parts are attended

most by the model, since the inputs could be reduced to more relevant parts of the text,

enhancing the system’s overall speed and performance.

6.3. Hyperparameter Tuning

Due to time and computation limitations, hyperparameter tuning was only conducted to

a reasonable extent. This said, there might be better hyperparameter combinations to
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increase this work’s prototype’s classification capabilities. The fact, that most related

work with similar LLM-based approaches did not search for optimal hyperparameters

adopting the hyperparameters described in the original Llama2 paper, highlights the need

for more hyperparameter tuning. Especially in the case of utilising PEFT optimisation

methods, these hyperparameters might not be optimal. Concluding, more hyperparameter

optimisation has to be conducted. Even if Han, Adams, Papaioannou, et al. [42] pointed

out a strong performance decrease in utilising PEFT methods, only a few researcher groups

have access to resources for fine-tuning a model in full size. This underlines the need for

better optimisation strategies and the increasing demand for such in LLM research.
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7. Conclusion

7.1. Research Questions Revisited

RQ 1: Can a small-sized open-source LLM be fine-tuned to achieve feasible

results in classifying eligibility among similar patient-trial matching models?

Based on the results of the classification task, RQ1 can be answered with yes. A small-sized

LLM such as Llama2 is capable of classifying a patient’s eligibility given a patient-trial

pair with comparable results to non-LLM-based and LLM-based solutions. The best per-

formance is achieved when transforming the original three-class problem into a binary

one. This binary contemplation can be argued as su�cient since the outcome is the same:

Either a given patient is being included in a CT or not. Additionally, the TREC Clinical

Trials track follows a similar approach, where only nDCG@k is calculated in the context of

a three-class problem and all other metrics in the binary approach. Hence, the three-label

problem can be argued as unnecessary and can be reduced to a binary one, especially for

the use case of patient-trial matching in the real clinical context.

RQ 2: Can a small-sized fine-tuned LLM give reasonable rationals on its eligi-

bility decision for patient-trial matching?

Even though TL was fine-tuned on a classification task given the available datasets, it

performed quite well solving the reasoning task outpacing the baseline easily. Even though

the sample size for the reasoning task answering RQ2 was relatively small, the results

are very promising. The already good capabilities of the baseline in extracting relevant

information from quite complex inputs, utilising an adjusted instruction and one-shot

example were enhanced significantly by fine-tuning. Nevertheless, future work is needed.

7.2. Final Words

This work explored the realms of automated patient-trial matching fine-tuning Llama2

and proposing the open-source available TrialLlama and its codebase.

TrialLlama was tested on two di↵erent tasks: 1) the patient-trial eligibility classification

task and 2) the reasoning task, extracting and classifying ECs one by one discussing the

criteria and giving a final verdict on a patient’s eligibility.

To the best of my knowledge, this work is the first of its kind which explored the end-

to-end patient-trial matching capabilities of small-sized open-source LLM, providing first

insights for model architectures which can be fine-tuned and deployed in real-world clin-

ical environments, addressing privacy concerns and computational limitations, as well as

considering energy consumption.

The code for TrialLlama is available open-source, as are the weights of the TrialLlama 1

and the utilised datasets for training and testing2.

1https://huggingface.co/Kevinkrs/TrialLlama
2https://huggingface.co/datasets/Kevinkrs/TrialLlama-datasets/tree/main
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7.2. Final Words

By providing these resources, this work hopes to enable other researchers and projects to

fine-tune specialised models swiftly, allowing for the fast development of useful solutions

leveraging small-sized LLMs. Additionally, the provided repository aims to convey a feeling

for the process of LLM fine-tuning, allowing interested people to get started quickly and

easily. This work will hopefully be the driver for a faster transition from research to

practice and, at best, increased patient care while decreasing the strain on physicians

simultaneously, paving the path towards valuable human-AI interaction in the clinical

world.

It is important to highlight, that this work does not propose AI systems as replacements for

human physicians, but on the contrary campaigns for the side-by-side interaction between

humans and machines as the driver for faster and better innovation and optimal patient

care.
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Appendix

A. One-Shot Example

A.1. Example patient-trial pair used for both tasks

Here is an example patient note: A 46-year-old Asian woman with MDD

complains of persistent feelings of sadness and loss of interest in daily activities.

She states that her mood is still depressed most of the days. She complains of

loss of energy and feelings of worthlessness nearly every day. She is on anti-

depressants for the past 6 months, but the symptoms are still present. She

does not drink alcohol or smoke. She used to exercise every day for at least 30

min., but she doesn’t have enough energy to do so for the past 3 weeks. She

also has some digestive issues recently. She is married and has 4 children. She

is menopausal. Her husband was diagnosed with colon cancer a year ago and

is undergoing chemotherapy. Her past medical history is unremarkable. Her

family history is negative for any psychologic problems. Her HAM-D score is

20.

Here is an example clinical trial: Title: Theta Burst Study Ghent\: 50 Right-

handed antidepressant-free unipolar depressed patients (age 18-65 years) will

be treated with in total 20 Theta burst sessions; these will be spread over 4

days. On each stimulation day, a given patient shall receive 5 sessions with a

between session delay of 10 to 15 minutes. Patients will be selected using the

structured Mini-International Neuropsychiatric Interview (MINI). All will be

at least stage I treatment resistant. Because concomitant antidepressant treat-

ment can confound outcome results, all patients will go through a medication

washout before entering the study and they will be free from any antidepres-

sant, neuroleptic and mood stabilizer for at least two weeks before entering the

treatment protocol. Only habitual benzodiazepine agents will be allowed. All

patients will be closely matched for gender and age with 50 never-depressed

medication-free healthy volunteers. Only baseline measurements will be col-

lected: no volunteer will undergo the treatment. We expect that real Theta

burst treatment and not sham will result in a significant and clinical meaningful

response. Intervention Type: Other Inclusion Criteria: - antidepressant-free

unipolar depression - age between 18 and 65 years - right handed - at least stage

I treatment resistant Healthy volunteers:Accepts Healthy Volunteers Exclusion
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A. One-Shot Example

Criteria: - current or past history of epilepsy, neurosurgical interventions, hav-

ing a pacemaker or metal or magnetic objects in the brain, alcohol dependence

and suicide attempts within 6 months before the start of the study.

A.2. Example response for the classification task

Here is an example response: “A: eligible”

A.3. Example response for the reasoning task

Here is an example response: Inclusion Criteria

• antidepressant-free unipolar depression: Eligible

• age between 18 and 65 years: Eligible

• right-handed: Not Relevant for Clinical Trial

• at least stage I treatment resistant: Eligible Exclusion Criteria:

• current or past history of epilepsy: Not Relevant for Clinical Trial

• neurosurgical interventions: Not Relevant for Clinical Trial

• having a pacemaker: Not Relevant for Clinical Trial\nmetal or magnetic

objects in the brain: Not Relevant for Clinical Trial

• alcohol dependence: Eligible

• suicide attempts within 6 months before the start of the study: Eligible

Based on the provided information and the criteria for the clinical trial, the

patient would likely be considered eligible for the clinical trial since she meets

the inclusion criteria and does not meet the specified exclusion criteria. Con-

cluding, the patient is: “A: eligible”
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B. trec eval Script Output Metrics

B. trec eval Script Output Metrics

Figure B.1.: trec eval script run TrialLlama on 2021 dataset.
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B. trec eval Script Output Metrics

Figure B.2.: trec eval script run TrialLlama on 2022 dataset.
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C. Response Examples

C. Response Examples

C.1. Example 1

This example shows that TrialLlama understands the underlying data well. Nevertheless,

it struggles between inclusion and exclusion criteria, as seen in the verdict. Even tough it

is right, the TrialLlama did not mention, that the BMI of the patient is too high, meeting

an exclusion criterion.

TrialLlama response

1. Does the patient have moderate to severe obstructive sleep apnea? No, the patient

does not have moderate to severe obstructive sleep apnea. The patient is complaining

of sleep apnea, but the severity is not specified.

2. Does the patient have a BMI of 40 kg/m2 or higher? Yes, the patient has a BMI of

41.54, which is higher than 40 kg/m2.

3. Is the patient aged 30-75 years? Yes, the patient is aged 34 years, which is within

the range of 30-75 years.

4. Does the patient have a vitamin D2D3 level < 30 ng/ml? No, the patient’s vitamin

D2D3 level is not specified. Based on the information provided, the patient is not

eligible for the clinical trial. The patient does not have moderate to severe obstructive

sleep apnea, and their vitamin D2D3 level is not specified.

Patient topic

The patient is a 34-year-old obese woman who comes to the clinic with weight concerns.

She is 165 cm tall, and her weight is 113 kg (BMI: 41.5). In the past, she unsuccessfully

used antiobesity agents and appetite suppressants. She is complaining of sleep apnea, PCO

and dissatisfaction with her body shape. She is a high-school teacher. She is married for

5 years. She doesn’t use any contraceptive methods for the past 4 months and she had

no prior pregnancies. She rarely exercises and movement seems to be hard for her. She is

not able to complete the four-square step test in less than 15 seconds. She does not smoke

or use any drugs. Her BP: 130/80, HR: 195/min and her BMI is: 41.54. Her lab results:

FBS: 98 mg/dl TG: 150 mg/dI Cholesterol: 180 mg/di

CT

Title: Sleep Apnea Syndrome and Vitamin D

Summary: Obstructive sleep apnea/hypopnea syndrome (OSAHS) is a highly prevalent

disorder with multiple comorbidities. OSAHS is characterized by repetitive episodes of

airflow reduction (hypopnoea) or cessation (apnoea) due to upper airway collapse during

sleep. Its major risk factor is obesity. However, its pathogenesis is complex and multifac-

torial. Reduced upper airway muscle tonus and/or unstable neuromuscular output seem

to be involved in this collapsus. A normal vitamin D status is necessary for normal muscle
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C. Response Examples

function and neuromuscular output. As obesity is associated with a high rate of hypovi-

taminosis D, it appears of interest to evaluate the e↵ect of vitamin D supplementation on

OSAHS patients with vitamin D deficiency.

Intervention Type: Drug

INCLUSION CRITERIA:- Moderate to severe obstructive sleep apnoea (AHI > 15) - With

or without continuous positive airway pressure for a minimum of six months - aged 30-75

years - Vitamin D2D3 level < 30 ng/ml

EXCLUSION CRITERIA: - Diseases or therapy known to interfere with phosphocalcium

or vitamin D metabolism - Patients with mixed sleep apnoea (central and obstructive) -

Patients with CPAP use < 4 hours per night - Patients with maxillofacial or oro-pharyngeal

diseases) - Patients with chronic respiratory failure, hypercapnic patients - Muscle diseases

- Alcohol intake > 2 glasses per day - Body mass index > 40.

Ground Truth

Ground Truth: Excluded

C.2. Example 2

This example shows the model’s focus on inclusion criteria. Nevertheless, in this case, all

exclusion criteria were simply put under point nr. 4.

TrialLlama response

1. Does the patient meet the BMI criteria? BMI = 41.54 (calculated from 113 kg / 165

cm) BMI 30 kg/m2: Yes

2. Does the patient have any of the comorbidities listed in the inclusion criteria? hy-

pertension: Not mentioned dyslipidemia: Not mentioned obstructive sleep apnea:

Yes cardiovascular disease: Not mentioned

3. Has the patient had at least one unsuccessful dietary e↵ort to lose body weight? Yes

(mentioned in the patient note)

4. Does the patient have any exclusion criteria? diabetes mellitus: Not mentioned obe-

sity induced by other endocrinologic disorders or monogenetic or syndromic forms

of obesity: Not mentioned history of pancreatitis: Not mentioned family or personal

history of medullary thyroid carcinoma (MTC) or multiple endocrine neoplasia syn-

drome type 2 (MEN-2): Not mentioned history of significant active or unstable

major depressive disorder (MDD) or other severe psychiatric disorder within the last

2 years: Not mentioned Any lifetime history of a suicide attempt: Not mentioned

Based on the information provided, the patient is eligible for the clinical trial.

Patient topic

The patient is a 32-year-old obese woman who came to the clinic with weight concerns.

She is 165 cm tall and her weight is 113 kg. She is complaining of sleep apnea, PCO

and dissatisfaction with her body shape. She is a high-school teacher married for 5 years.
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C. Response Examples

She doesn’t use any contraceptive methods for the past 4 months and she had no prior

pregnancies. She doesn’t smoke or use any drugs. She likes to try diets and exercise to

lose weight. She completed the four square step test in 14 seconds. Her BP: 130/80, HR:

195/min and her BMI is: 41.54. Her labs: FBS: 98 mg/dl TG: 150 mg/dl Cholesterol: 180

mg/d LDL: 90 mg/dl HDL: 35 mg/dl Her cardiac assessment is normal. Her joints and

ROM are within normal.

CT

Title: A Study of Tirzepatide (LY3298176) in Participants With Obesity or Overweight

for the Maintenance of Weight Loss

Summary: This is a study of tirzepatide in participants with obesity or overweight. The

main purpose is to learn more about how tirzepatide maintains body weight loss. The study

has two phases: a lead-in phase in which all participants take tirzepatide and a treatment

phase in which participants will either continue tirzepatide or switch to placebo. The

study will last about 2 years (25 visits).

Intervention Type: Other

INCLUSION CRITERIA: - Body Mass Index (BMI) 30 kilograms per square meter (kg/m-

), or 27 kg/m? and previous diagnosis with at least one of the following comorbidities:

hypertension, dyslipidemia, obstructive sleep apnea, cardiovascular disease - History of at

least one unsuccessful dietary e↵ort to lose body weight

EXCLUSION CRITERIA: - Diabetes mellitus - Change in body weight greater than 5

kg within 3 months prior to starting study - Obesity induced by other endocrinologic

disorders or monogenetic or syndromic forms of obesity - History of pancreatitis - Family

or personal history of medullary thyroid carcinoma (MTC) or multiple endocrine neoplasia

syndrome type 2 (MEN-2) - History of significant active or unstable major depressive

disorder (MDD) or other severe psychiatric disorder within the last 2 years - Any lifetime

history of a suicide.

Ground Truth

Ground Truth: Eligible

C.3. Example 3

This example highlights the models capabilities of highlighting non-provided information

in the patient description. Also, the third statement shows the described problem of hallu-

cination based on other, similar topics. The answer is addressed significant comorbidities,

which were never mentioned, neither in the CT nor in the patient description. This hallu-

cination could emerge from the small repetitiveness of patient-trial pairs described in the

limitations chapter, causing the model to refer to other CTs.

TrialLlama response

1. Does the patient have a BMI 30 kg/m2? Yes, the patient has a BMI of 41.54, which

is greater than 30 kg/m2, so the first inclusion criterion is met.
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2. Does the patient have a high Apne-hypopnea index (AHI)? The patient does not

have a high AHI, as this information is not provided in the patient note. Therefore,

the second inclusion criterion is not met.

3. Does the patient have any significant comorbidities? The patient has sleep apnea,

which is a significant comorbidity. However, the exclusion criterion states that pa-

tients with significant comorbidities are excluded, so the patient would not be eligible

for the clinical trial. Therefore, the patient is not eligible for the clinical trial.

Patient topic

Here is the patient note: The patient is a 34-year-old obese woman who comes to the

clinic with weight concerns. She is 165 cm tall, and her weight is 113 kg (BMI: 41.5).

In the past, she unsuccessfully used antiobesity agents and appetite suppressants. She is

complaining of sleep apnea, PCO and dissatisfaction with her body shape. She is a high-

school teacher. She is married for 5 years. She doesn’t use any contraceptive methods for

the past 4 months and she had no prior pregnancies. She rarely exercises and movement

seems to be hard for her. She is not able to complete the four-square step test in less than

15 seconds. She does not smoke or use any drugs. Her BP: 130/80, HR: 195/min and her

BMI is: 41.54. Her lab results: FBS: 98 mg/d TG: 150 mg/d Cholesterol: 180 mg/d LDL:

90 mg/dl HDL: 35 mg/dl She is considering a laparoscopic gastric bypass.

CT

Title: The E↵ect of Aerobic Interval Training on Obstructive Sleep Apnea

Summary: The purpose of this study is to investigate if 3 months of interval training

improves obstructive sleep apnea in obese patients diagnosed with moderate to severe ob-

structive sleep apnea. The working hypothesis is that 3 months of 3 weekly aerobic interval

training sessions improve obstructive sleep apnea and sleep quality in obese patients.

Intervention Type: Behavioral

INCLUSION CRITERIA: - BMI 30 kg/M2 - Apne - hypopnea index (AHI) > 10 - No

significant comorbidities - Abel to exercise

EXCLUSION CRITERIA: - Inability to exercise due to musculoskeletal conditions - Known

ischemic cardiovascular disease - Drug abuse - Mental illnesses.

Ground Truth

Ground Truth: Eligible

C.4. Example 4

This example shows how TrialLlama also understand non-applicable criteria, not applying

to the patient’s profile and correctly classifying the patient as eligible.
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TrialLlama response

1. Is the patient 30 years or older? Yes, the patient is 55 years old, which is greater

than 30 years old.

2. Does the patient have a diagnosis of Parkinson’s disease? Yes, the patient has been

diagnosed with Parkinson’s disease.

3. Does the patient have adequate contraceptive measures (females)? Not applicable,

as the patient is a male.

4. Has the patient had any prior treatment with anti-PD medication? No, the patient

has not had any prior treatment with anti-PD medication.

5. Is the patient taking any medications that could interfere with the study drug? No,

the patient is not taking any medications that could interfere with the study drug.

6. Does the patient have any other clinically significant medical or psychiatric con-

ditions? No, the patient does not have any other clinically significant medical or

psychiatric conditions. Therefore, the patient is eligible for the clinical trial.

Patient topic

The patient is a 55-year-old man who was recently diagnosed with Parkinson’s disease.

He is complaining of slowness of movement and tremors. His disease is ranked as mild,

Hoehn-Yahr Stage I. His past medical history is significant for hypertension and hyperc-

holesterolemia. He lives with his wife. They have three children. He used to be active

with gardening before his diagnosis. He complains of shaking and slow movement. He

had di�culty entering through a door, as he was frozen and needed guidance to step in.

His handwriting is getting smaller. He is o↵ered Levodopa and Trihexyphenidyl. He is an

alert and cooperative man who does not have any signs of dementia. He does not smoke

or use any illicit drugs.

CT

Title: A Trial of MitoQ for the Treatment of People With Parkinson’s Disease

Summary: In Parkinson’s Disease, the mitochondrial membranes in cells that produce

dopamine become damaged by oxidants, leading to the death of these cells and progressive

tremor, slowness of movement and the loss of neurons in the substantia nigra (a part of

the brain that is involved in movement). Mitoquinone is targeted to reach the membrane

of mitochondria and provide protection from damaging oxidants. There are no treatments

currently available to slow the progression of PD and this trial will help advance the devel-

opment of this unique disease modifying drug. This trial will enroll 120 participants with

untreated early onset of PD. Participants will be randomized to receive 1 of 3 treatments:

40 mg of MitoQ tablets, 80 mg of MitoQ tablets or placebo. The researchers, participants

and sponsor will all be blinded to the treatment allocation. Participants will be assessed

after 1, 2, 3, 6, 9, 12 months of treatment and again 28 days after their last dose. The

e↵ectiveness of the trial drug will be measured via the Unified Parkinson’s Disease Rating
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Scale (UPDRS). The safety of the trial drug will be monitored via regular participant

examinations, blood tests, ECG and collecting information on adverse events.

Intervention Type: Drug

INCLUSION CRITERIA: 1. Informed consent 2. 30 yrs or older 3. Diagnosis of PD (2 or

more of bradykinesia; rest tremor, rigidity) 4. Adequate contraceptive measures (females)

EXCLUSION CRITERIA: 1. Malignancy within last 2 years 2. Pregnancy & breast-

feeding 3. Treatment with any anti-PD drugs within 30 days of enrolment 4. Prior treat-

ment with anti-PD medication exceeding 42 days in total 5. Medication-induced PD/PD

not of idiopathic origin 6. CoQ10/idebenone doses of 300mg/day or higher within 120 days,

>25mg/day within 7 days of enrolment 7. Methylphenidate HCl, neuroleptics, reserpine,

amphetamines, selegeline or MAOIs within 6 months of enrolment 8. CNS medications

at unstable doses within 60 days of enrolment 9. Dietary supplements > 5 x RDI 10.

Hypersensitivity to CoQ10, idebenone or any components of the study drug 11. Unable

to swallow 12. Diseases with features of PD 13. Seizure(s) within 12 months prior to

enrolment 14. UPDRS tremor score of 4 15. Hamilton Depression Rating Scale score >

10 16. History of stroke 17. Requirement for dopaminergic drugs 18. Modified Hoehn

& Yahr score > 2.5 19. History of brain surgery for Parkinson’s disease 20. History of

structural brain disease / congenital brain abnormality 21. History of ECT 22. Any other

clinically significant medical or psychiatric condition or lab abnormality 23. Enrolment in

any other pharmacological study within 30 days of enrolment

Ground Truth

Ground Truth: Eligible
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