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Abstract

[Context] Most software engineering projects rely on Issue Tracking Systems (ITSs) to organize and

process work packages. Consequently, this knowledge is distributed across many issues and even-

tually multiple ITSs. This distribution results in difficulties for developers attempting to retrieve that

knowledge. Furthermore, developers tend to favor the presentation of information in smaller chunks.

Currentmachine learningapproachesandLarge LanguageModels (LLMs) enable searchingdistributed

datasets and summarizing the discovered knowledge. [Objective] The study aims to understand how

a novel approach for knowledge retrieval in the context of ITSs is perceived by practitioners and how

it performs in contrast to classic ITSs. [Methodology] This study reports on a controlled experiment

involving 30 participants divided into three test groups. I developed a chatbot tool for this experi-

ment that answers user's questions by generating a summary of issues and a link list tool version

that enables users to use natural language searches to get a list of relevant issues. I analyzed the

user experience, time efficiency, confidence, and search prompts among the test groups. Addition-

ally, I assessed the trustworthiness of participants in the generated summary and applied automatic

metrics to evaluate the chatbot summary. [Results] The study revealed that practitioners preferred

using the chatbot tool to retrieve knowledge. They also reported the highest confidence in their an-

swers. Participants using the link list tool performed the fastest. The study also revealed the use

of different prompt patterns among the test groups. Furthermore, a brief summary containing only

essential information is sufficient for making informed decisions. [Conclusion] The findings of my

study demonstrate that a concise presentation of information is crucial. Otherwise, it leads to crucial

information being overlooked. Despite the high level of confidence participants expressed in their

responses, they did not fully trust the summaries generated by the LLM.
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Zusammenfassung

[Kontext] Die meisten Softwareentwicklungsprojekte stützen sich auf ITSs, um Arbeitspakete zu or-

ganisieren und zu verarbeiten. Folglich ist dieses Wissen über viele Issues und schließlich mehrere

ITSs verteilt. Diese Verteilung führt zu Schwierigkeiten für Entwickler, die versuchen, dieses Wissen

abzurufen. Darüber hinaus bevorzugen Entwickler die Darstellung von Informationen in kleineren

Einheiten. Aktuelle Ansätze des maschinellen Lernens und LLMs ermöglichen die Suche in verteilten

Datensätzen und die Zusammenfassung des gefundenenWissens. [Zielsetzung] Die Studie zielt dar-

auf ab, zu verstehen, wie ein neuartiger Ansatz zumWiederauffinden vonWissen imKontext von ITSs

von Fachleuten wahrgenommen wird und wie er sich im Vergleich zu klassischen ITSs verhält. [Me-

thodik]Diese Studie berichtet über ein kontrolliertes Experimentmit 30 Teilnehmern, die in drei Test-

gruppen aufgeteilt wurden. Für dieses Experiment habe ich ein Chatbot-Tool entwickelt, das Fragen

von Nutzern beantwortet, indem es eine Zusammenfassung von Issues generiert, sowie eine „Link

List“ Tool Version, die es Nutzern ermöglicht, über eine Suche in natürlicher Sprache eine Liste rele-

vanter Issues zu erhalten. Ich analysierte die Benutzererfahrung, die Zeiteffizienz, das Vertrauen und

die Suchanfragen der einzelnen Testgruppen. Außerdem bewertete ich die Vertrauenswürdigkeit der

Teilnehmer in die generierte Zusammenfassung und wandte Metriken zur Bewertung der Chatbot-

Zusammenfassung an. [Ergebnisse] Die Studie ergab, dass die Fachleute es vorzogen, das Chatbot-

Tool zum Abrufen vonWissen zu nutzen. Sie gaben auch die größte Zuversicht in ihre Antworten an.

Die Teilnehmer, die das „Link List“ Tool verwendeten, waren am schnellsten. Die Studie zeigte auch,

dass die Testgruppen unterschiedliche Eingabemuster verwendeten. Darüber hinaus reicht eine kur-

ze Zusammenfassungmit den wichtigsten Informationen aus, um fundierte Entscheidungen zu tref-

fen. [Fazit] Die Ergebnisse meiner Studie zeigen, dass eine kompakte Darstellung von Informationen

entscheidend ist. Andernfalls werden wichtige Informationen übersehen. Trotz des hohen Maßes an

Zuversicht, das die Teilnehmer in ihren Antworten zum Ausdruck brachten, vertrauten sie den vom

LLM generierten Zusammenfassungen nicht vollständig.
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1 Introduction

1.1 Problem Description

Imagine, you are a software developer that must implement a new feature. Many users rely

on the underlying system, and it is essential that it remains operational at all times. The fea-

ture is complex and demands a deep understanding of the system. Therefore, you want to

retrieve all necessary information from relevant documentation artifacts before implement-

ing that feature. A colleague gives you a hint that some of this information was discussed in

multiple issues a fewweeks ago. Consequently, you conduct a time-intensive search process

in the multiple ITSs of your company to find the relevant issues, including the ones with a

vague issue title. Your feature implementation is delayed significantly because you are in-

vesting a substantial amount of time searching for documentation scattered across various

artifacts. This leads to issues for both the developers, asmentioned previously, and the users

who experience delays in receiving new features. To accelerate the development process you

seek a tool-based solution. Your problem could be resolved by a tool that can retrieve ex-

tensive knowledge from multiple ITSs based on a single input prompt in natural language.

Furthermore, the tool could summarise the information, resulting in a faster, more efficient

workflow.

1.2 Research Objectives

Many software engineering projects rely on ITSs to organize and process work packages [8].

Furthermore, developers use issues to document additional information regarding the soft-

ware solution, e.g. in the issues' descriptions orwithin additional comments and discussions

[4]. However, this information is difficult to retrieve for third parties, such as a developer

searching for documentation before executing a software change. Moreover, issues are uti-

lized differently by each organization. As a result, this leads to notable disparities in both

the quality and quantity of issues [46, 35]. Consequently, it can leave third parties uncertain

about where to access relevant information.
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CHAPTER 1. INTRODUCTION

LLMs have become an essential part of recent research. Their potential for improving

multiple aspects of software engineering is evident [9], yet they struggle to provide answers

to questions outside their training scope [26, 19]. This is a frequently observed phenomenon

in machine learning based applications. Recent efforts in research have been made to feed

LLMs with external knowledge as additional context information. These tools are able to

process information from external sources, like knowledge bases [61] or PDF files [49], feed

them to the LLM and deliver external knowledge to users without the need for re-training.

Handling multiple, heterogeneous documentation sources can prove to be demanding. Re-

searchers, therefore, advise using a unified, collaborative documentation platform, which

facilitates maintenance and contribution [1, 2]. Research about the format of documenta-

tion has shown that interactive documents that gradually reveal parts of their information

are preferred by developers in contrast to extensive static documents [47].

LLM-assisted chatbots can selectively provide users with the precise information they re-

quest during interactive chats, as opposed to delivering the entire documentation. While

various studies have focused on extending LLMswith external knowledge, the adaptation of

such techniques for ITSs has yet to be thoroughly researched. Recent work has focused on

leveraging LLMs to summarize issue threads [30]. However, this research primarily concen-

trates on summarizing knowledge and does not address the knowledge retrieval process. To

the best of my knowledge, there are no knowledge retrieval tools for ITSs that incorporate

LLM assistance to facilitate a chat-like experience. Specifically, tools that support knowledge

retrieval frommultiple ITSs.

This thesis aims to address the following research questions:

• RQ1: Dopractitioners prefer the retrieval of issue tracker knowledge via a chatbot sum-

mary, a link list, or the classic issue tracker interface?

• RQ2: How time-efficient are practitioners in retrieving knowledge from the tools?

• RQ3: How confident are practitioners when providing answers based on information

from a chatbot compared to their own searches in a classic issue tracker?

• RQ4: Which search prompts do practitioners use to retrieve knowledge from the chat-

bot in comparison to the classic issue tracker user interface (UI)?

• RQ5: Hownecessary do practitioners assess the availability of links to the issue tracker

system in addition to an issue summarization?

• RQ6: Howmuch information from the original issue thread do practitioners require in

an issue summary to make informed decisions?

2



CHAPTER 1. INTRODUCTION

1.3 Contributions

I will share results from a controlled experimentwith practitioners. The experiment involved

three test groups and a total of 30 participants. I developed a chatbot tool for this experi-

ment. The tool fetches issues from various ITSs and processes the issues' information to be

stored in a database. A chatbot interface enables users to retrieve documentation frommul-

tiple ITS in natural language. The LLM generates a summary based on the issue information

to answer the user's question. The tool utilizes Retrieval-Augmented Generation (RAG) [5] to

accomplish this. Furthermore, I created a second tool version that centralizes issue informa-

tion frommultiple ITS and provides a natural language search to look through all issues.

The experiment offers valuable insights into the potential of tools assisted by LLMs to

enhance the knowledge retrieval process from ITSs. Moreover, it demonstrates how practi-

tioners perceive LLM tools and identifies the remaining challenges that still need to be ad-

dressed.
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2 RelatedWork

2.1 Knowledge Needs

Research has brought attention to the irreplaceable significance of documentation despite

persisting challenges and issues. Maalej et al. conducted a large-scale study to investigate

code comprehension. The authors identified the importance of face-to-face communication

in knowledge sharing. Moreover, knowledge about implementation logic and the intended

use of a program helps to understand the code, but this knowledge is rarely documented.

The study revealed a significant gap between the actual usage of program comprehension

tools and what is available in research. Developers prefer informal methods such as code

comments and emails over specialized tools. However, this approach may result in informa-

tion being scattered across different tools, which can cause problems for developers. They

consider source code tobeamore reliable sourceof information thanwrittendocumentation

because, unlike documentation, code is a resource that cannot become outdated. Further-

more, the study indicates that program comprehension and knowledge exchange methods

are highly dependent on context, including the task, technology, and individual experience.

The findings support the need for personalized, context-aware tools and methodologies to

enhance program comprehension and knowledge sharing [38].

Previous research has examined various types of knowledge in Application Programming

Interface (API) documentation. This analysis can assist practitioners in assessing the qual-

ity of their documentation, improving its organization, and reducing the amount of non-

essential content [37]. Developers usually document information about user stories, require-

ments, source code, and architecture. They utilize several tools for documentation, includ-

ing source code comments, wiki-based articles, flow charts, and more [24]. Notably, code

comments are prone to becoming obsolete over time. A large-scale study by Aghajani et

al. highlighted multiple documentation challenges. Significant hurdles were identified, in-

cluding ensuring correctness, completeness, andmaintaining up-to-date documentation. In

addition, usability, maintainability, and readability have been identified as problems related

to documentation content. Traceability was also frequently cited as a problem. A consis-

tent documentation format and an effort to archive old documentation can be effective [1].

4



CHAPTER 2. RELATEDWORK

Researchers suggest leveraging collaborative platforms to host the documentation. This en-

courages contributors to add new content or correct existing inaccuracies in the documenta-

tion [2]. However, it is important to consider implementing clear guidelines and establishing

mechanisms to encourage the creationof documentation. Although it requires additional ef-

fort, code examples can significantly enhance developers' comprehension and are, therefore,

often desired. Developers face problemswith using the correct data type, headers, and body

when dealing with a new REST API. Usage examples help to reduce errors and improve the

success rate [57].

Research differentiates between two developer personas: "systematic" and "opportunis-

tic." Systematic developers approach tasks top-down, aiming to understand the system en-

tirely before focusing on specific components. They typically begin with the introductory

"Getting Started" section or tutorials when exploring a new library. Opportunistic develop-

ers, however, focus on specific tasks and the problems they face, preferring to engage in cod-

ing immediately. They look for information, such as code examples, that directly relate to

their immediate needs. Forums such as Stack Overflow are commonly utilized, given that

the answers provided are widely considered valuable. The timestamps included for ques-

tions and responses indicate howup-to-date this information is. Furthermore, the question-

answer format seems to be appealing for developers as it conveys a sense of community [40].

Wu et al. proposed an approach to retrieve API knowledge fromAPI tutorials and Stack Over-

flow posts based on natural language queries. This approach combines the extensive infor-

mation available in API tutorials with the information on specific programming tasks avail-

able in Stack Overflow posts [64]. When encountering issues with an API, developers prefer

to use search engines like Google before reading the documentation. It is therefore impor-

tant that the documentation is visible on the web and available to search engines [40]. The

inclusionof a search function is also regardedashighly important. Moreover, documentation

content should be organized according to API functionalities. Essential information should

be redundantly presented, appearing both in the documentation text andwithin code exam-

ples [41]. While comprehensive documentation is essential, it's important to note that prac-

titioners often prefer interactive documents that reveal only parts of the documentation at

a time. This approach allows them to concentrate on relevant information, minimizing dis-

traction from unrelated content. However, this approach also risks hiding information that

may be necessary but is not immediately apparent to the reader [47].

Analysis of open-source GitHub repositories indicates a noticeable shortage of effective

strategies for integrating documentation seamlessly with source code. Enhancing the inte-

gration of documentation with source code could lead developers to take care of documen-

tation more thoroughly [51]. Links play a crucial role in establishing connections between

source code and relevant knowledge, both within the source code and in commit messages.

5



CHAPTER 2. RELATEDWORK

Despite their widespread use, links are vulnerable to decay, which can result in the loss of

information. Studies have shown that approximately 18% of links in source code and 70%

of links commit messages are non-operational. Researchers recommend using permanent

links and emphasizing the maintenance of these links [65, 20].

In conclusion, documentation plays a crucial role in software development, yet it encoun-

ters several challenges. Although research introduces various documentation tools, they are

not alwaysutilized in the industry. Moreover, documentation is prone tobecomingoutdated,

making it difficult tomaintain correctness and completeness. To overcome these challenges,

researchers propose a centralized and collaborative platform for documentation. Research

also shows that practitioners frequently prefer to utilize search engines before consulting

comprehensive documentation. In addition, they find a question-answer format, such as

that used on Stack Overflow, appealing. Furthermore, practitioners tend to favor being pre-

sented with specific sections of documentation at a time, rather than navigating through

extensive documents. It is, therefore, important to ensure that knowledge is easily retriev-

able for practitioners, ideally through an interactive format that presents only the essential

parts of the documentation.

2.2 Issue Tracking Systems

ITSs areanessential part of research in computer science. Many softwareengineeringprojects

use ITSs to organize and process work packages. Projects that are larger in terms of lines of

code, involve a greater number of developers, or have a longer history aremore likely to have

reported issues [8]. Additionally, ITSs are frequently used todocument software features that

have been implemented or are scheduled for implementation [43]. Therefore, Merten et al.

conducted a study to detect software feature requests using machine learning approaches

[42]. Furthermore, ITSs not only serve as a repository for trackingbugs, features, and requests

but also as a central point for communication. It is common for various stakeholders, both

inside andoutside the software team, to be involved in aproject's ITS [48]. Consequently, ITSs

encapsulate a considerable amount of organizational knowledge. Over the years ITSs have

evolved from a relatively simple tool to a central part of communication and coordination in

software development [7].

Arya et al. identified that issue comments often contain information that can be benefi-

cial to stakeholders. This information accumulates over time as discussions are held in issue

comments. The authors identified various types of information present in issue comments,

including discussions of solutions, bug reproduction, workarounds, and more [4]. Further-

more, feature requests and the associated comments raised in an ITSprovide valuable knowl-

edge for requirements elicitation [62]. These requests can be treated as just-in-time require-
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CHAPTER 2. RELATEDWORK

ments [16]. However, informationoverload canoverwhelmdevelopers, leading to frustration

and the risk of overlooking issues. To address this, Baysal et al. introduced a dashboard-like

tool designed to mitigate information overload [6]. Furthermore, research about issue pri-

oritization in GitHub has been conducted. These studies reveal that issue labels are neither

commonly used nor effective for prioritizing issues. The authors also explored the applica-

tion of learning-to-rank methods to prioritize issues in a repository [21].

Several studies have investigated the interconnections and dependencies among issues

[35, 52]. Issue links can be classified into the following categories: General Relation, Dupli-

cation, Composition, Temporal/Causal, andWorkflow. Duplicate links are particularly useful

as identifying duplicate issues reduces additional effort for maintainers. In addition, Lüders

et al. analyzed the performance of state-of-the-art models in predicting issue links and the

determinants of their performance [36]. Addressing and resolving bugs is a crucial aspect of

software engineering. For this reason, the automatic detection of duplicate bugs is a highly

valued feature among practitioners. It enables developers to concentrate on critical bugs

[72]. Zhang et al. assessed the effectiveness of duplicate bug detection techniques. They

conducted comparative analyses using three ITSs and discovered that existing methods are

less effective on GitHub compared to Bugzilla and Jira [70].

Considerable effort is made to provide datasets of ITS to facilitate further analysis in re-

search. Various datasets of Jira, a widely-used ITS, repositories have been proposed [46, 12].

Likewise, a dataset of GitHub repositories was also introduced [11].

Overall, recent research shows that ITSs play a crucial role. ITSs are used by numerous

projects in both open source and industry. They serve as an important communication tool

by aggregating the different stakeholders of a project. This results in valuable knowledge

being distributed across various issues. However, effectively retrieving this information can

be challenging. Thismotivatedmy thesis in twoways: ITSs play a crucial role in research, and

knowledge gained from ITSs can be highly valuable.

2.3 LLM-based Knowledge Retrieval Tools

LLMs have become an essential part of recent research. It is evident that these tools hold

promise in improving various dimensions of software engineering. They performparticularly

well in tasks such as text generation, text comprehension, question answering, and logical

reasoning [9]. Consequently, the usage of LLMs has significantly increased, being used as

chatbots, in programming tasks, and in creative work. Despite recent advancements, chal-

lenges still remain in the field. These include the limited context length, the need for fine-

tuning to achieve optimal performance in downstream tasks, outdated knowledge, halluci-

nations, and more. LLMs are also susceptible to prompt changes. Even a small difference in
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the prompt can result in significantly different outputs. Moreover, LLMs may also produce

different results for the same prompt [59]. In addition, human-written ground truth is often

required to properly evaluate these models. It is also challenging to identify text generated

by LLM [25]. Furthermore, recent work has shown that OpenAI's GPT models can be misled

to generate toxic and biased outputs. The models can also compromise private informa-

tion. According to Wang et al, GPT-4 is generally more trustworthy than GPT-3.5. However,

it is also more vulnerable to attacks, as it follows instructions more precisely, even if they

are misleading [60]. Sivaraman et al. conducted a study on the acceptance of Artificial In-

telligence (AI)-based support tools in healthcare. The authors concluded that AI tools were

accepted themost as an additional source of information, rather than as the primary source

[55]. Additionally, research on AI-assisted decision-making has shown that displaying a con-

fidence score can help increase trust in the responses. However, only if the confidence score

displayed is above 80%. Below this threshold, it decreases the trust in the model [71].

In recent years multiple tools for text summarization have been proposed. Kumar et al.

contributed with a model capable of summarizing issue threads using the GPT-3-5 Turbo

model. These summaries are of improved quality and shorter in length compared to other

approaches. The authors analyzed the performance of different summary lengths and con-

cluded that a summary containing 30-50% of the original text strikes a good balance be-

tween conciseness and information retention [30]. Additionally, GitSumwas introduced as a

tool designed to summarize README.MDfiles, aiming to populate the "About" field in repos-

itories. This field offers a concise summary of the repository'smain functionalities and objec-

tives [13]. Xu et al. proposed an approach to generate commit messages based on changes

made to the source code in a commit. Their approach includes a broader context than just

thedifferences introducedbya commit, providingabetter foundation for generating commit

messages [66].

The evaluation of generated summary texts can be performed using metrics like ROUGE

[34] or METEOR [32]. Practitioners commonly utilize these metrics when evaluating gener-

ated text [13, 66, 27, 68]. Even though these automatic metrics are not reliable enough to re-

place human evaluation for text generation tasks [23], they can provide additional insights.

Recent research has proposedmetrics that use pre-trained LLMs to evaluate generated texts,

thus providingmetrics that aremore in linewith human judgments. BERTscore, for instance,

utilizes the BERT model to calculate a similarity score between tokens in candidate and ref-

erence sentences. The token similarity is computed through contextual embeddings rather

than exactmatches [69]. Similarly, BARTscore employs the BARTmodel to evaluate LLM gen-

erated text [67].

LLMs are limited in their ability to provide answers to questions beyond their training

scope, as indicatedby studies suchas [26] and [19]. This is a frequentlyobservedphenomenon

8
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in machine learning based applications. Consequently, recent research efforts have focused

on leveraging external knowledge to enhance the capabilities of LLMs. Wang et al. proposed

KnowledGPT, a framework that integrates LLMs with various Knowledge Bases (KBs). It fea-

tures apersonalizedKB that accumulates knowledge fromuser inputs. It serves as a symbolic

memory, providing the ability to store and access specialized knowledge. The retrieval pro-

cess consists of three steps: firstly, generate a search code based on a user prompt, retrieve

knowledge using that search code, and finally, read the retrieved knowledge to answer the

question [61]. ChatDB has also been proposed, a framework that integrates databases as

symbolic memory for LLMs. It operates by executing the appropriate SQL query to retrieve

or insert data into the database in response to a user prompt [22]. Moreover, a chatbot de-

signed to interact with PDF files was introduced, enabling users to query information from

a PDF file by asking questions in natural language [49]. The internet is the largest source

of continuously updated information. Therefore, Komeili et al. proposed a model capable

of generating an internet search query based on a user's prompt. By utilizing this query,

the model then retrieves potentially up-to-date information. Additionally, they provide a

new dataset collected from human-to-human conversations to evaluate their model [28]. In

conclusion, these tools extract information from several external sources and integrate this

information as custom context into LLMs.

Recent years have shown thehigh impact of LLMson researchand softwaredevelopment.

LLMs show remarkable performance in various tasks, especially in text generation andunder-

standing. Furthermore, LLMs are often used for text summarization tasks. As a result, many

approaches have been proposed for summarizing issue threads, README files, and generat-

ing commit messages. Consequently, new metrics for evaluating LLM-generated text have

been introduced. However, LLMs also have some drawbacks, such as limited context length

and outdated knowledge. Recent research has focused on integrating external knowledge

into LLMs to counteract these drawbacks. However, to the best of my knowledge, no work

has focused on integrating external knowledge frommultiple heterogeneous ITS into LLMs.
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3 Methodology

3.1 Experimental Design

I designed a controlled experiment in a laboratory setting. The experiment was structured

to conclude within approximately 30 minutes. Upon welcoming participants, I gave a brief

introduction covering the privacy policy, study purpose, and tasks. Moreover, participants

were instructed not to strive for a perfect answer and that every answer is valuable, right or

wrong. In order to maintain a calm environment, the participant was isolated in an empty

room only with the experimenters present. To reduce observational bias, I positionedmyself

facing away from the screen while participants were evaluating the tool [39]. Furthermore,

participants were instructed to use the thinking aloud technique to express their thoughts

while executing the tasks [3].

The experiment involved three test groups. The first groupwas the chatbot group, which

utilized a tool that included interaction with a chatbot. This chatbot provided immediate

information without requiring manual searches (Figure 3.1). Additionally, links to relevant

issues were included alongside the summary. The second group, the link list group, utilized

a simplified version of the tool with a search function, providing participants with links to

relevant issues (Figure 3.2). I explained the tool's functionality further for all test groups to

ensure that participants were familiar with its usage.

To locate relevant information, participants followed the provided links and searched

within the designated issues. In both groups, the same mechanism was used to retrieve

relevant issues. The issue list (control) group engaged with the search function of two ITSs,

requiring participants to skim through issues on a website (Figure 3.3).

Given that each group exclusively used one of the tool versions, this experimentwas con-

ducted as a between-subjects study. Within-subjects studies typically offer greater statisti-

cal power with fewer participants [56], making it a preferable option when participant re-

cruitment is challenging as they involve each participant testing all tool versions. To address

potential carry-over effects, it would be necessary to allocate distinct sets of issues for each

question. This, however, introduces the challenge of ensuring issue similarity in difficulty,

making the comparison between tool versions more complex. The between-subjects study
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Figure 3.1: The chatbot tool version. Illustration of the interaction between a user and the
LLM, showcasing a question posed by the user and the corresponding response.

Figure 3.2: The link list tool version. Illustration of a user using natural language to search
for issues.
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Figure 3.3: Issue list of an open-source repository from GitHub. Filtered by closed issues.
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mitigates the risk of the carry-over effect [63]. To control the comparability of the groups,

I randomly assigned participants to each group. Moreover, by assigning the same tasks to

every participant, I effectively reduce concerns about the choice of issues influencing study

outcomes.

The experiment incorporates demographic questions designed to assess the character-

istics of the participant groups. I included questions about the experience with SQL, React,

and ITS since the tasks involved these technologies. Participants were required to enter their

years of experience; I also accepted values such as 0.5 and 1.5. While experience with these

technologiesmay enhance task performance, I tried to select tasks that are accessible to par-

ticipantswithout prior experience. This iswhy I chose twodistinct technologies for the tasks:

a UI library and a database library. I aimed tominimize the risk of participants facing difficul-

ties, especially those who might struggle with a specific field or technology. Following that,

participants were presented with three tasks: one related to the UI library and two related

to the database library. I explicitly told the participants to ask me if they had any questions

about the current task, ensuring their understanding of the task. To further investigate this

potential concern, each question was accompanied by additional inquiries. Before partici-

pants used the tool to retrieve an answer for the respective question, they were instructed

to rate howconfident they felt about their understanding of the question, using a Likert scale

ranging from 1 to 5. A time limit of 5 minutes per task was imposed to ensure that the runs

remained comparable (maximum 30 minutes total), emphasizing that no perfect solution

was necessary. Additionally, I recorded the duration required for participants to complete

each task to address RQ2. Furthermore, to answer RQ3, participants were asked to assess

their confidence in the correctness of their answers, utilizing a Likert scale once again. Par-

ticipants were also instructed to copy and paste both the prompt they used and the answer

given by the tool into the questionnaire. This enables further analysis of the summary qual-

ity produced by the LLM and the prompt patterns employed by participants. To evaluate the

summaries and address RQ6, I utilizedmetrics like ROUGE and BERTscore. Additionally, I em-

ployed open coding to identify the prompt patterns that were used, thus answering RQ4.

Participants in the summary group were asked whether it was necessary to click on one of

the provided links or if the summary provided by the LLM was sufficient, in order to address

RQ5. If they responded affirmatively, they were given the opportunity to rate the level of ne-

cessity on a Likert scale ranging from 1 to 5. This question aims to determine if participants

utilized the provided issue links in addition to the summary and if they discovered any infor-

mation within the issues that was not included in the summary. Furthermore, participants

were asked to rate the trustworthiness of the summaries provided by the tool if the issue

links were not available.

Following thesequestions, the experiment also incorporated the standardizedUser Expe-
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Figure 3.4: Overview of the experimental design: A schematic representation illustrating the
structured procedure and activities undertaken by the Chatbot, Link list, and Issue list groups
across three testing phases.

rience Questionnaire (UEQ) to evaluate the usability of all three versions [31] and to answer

RQ1. Finally, participants were given the opportunity to comment on the positive and nega-

tive aspects of the tool, along with suggestions for further improvements. For an overview

of the experimental design refer to Figure 3.4. The experimental design was verified against

the Pre-Submission Checklist [53].

3.2 Task Selection

For the experiment, I selected issues from open-source projects that were intended to be

straightforward tasks, aiming to reduce the cognitive load on participants. Moreover, I fo-

cused exclusively on closed issues to ensure that a solution was available. Given that the

questions are sourced from various open-source projects, it is expected that participants

may not be familiar with them. Additionally, by selecting issues from potentially unfamil-

iar projects, I aimed to reduce expert bias. This approach also enables the interviewing of

developers from various fields. These questions were intentionally selected from two dis-

tinct platforms, namely GitHub and GitLab. This deliberate choice was made to prevent

the experiment from being influenced by platform-specific knowledge. The issues follow

a question-and-answer format, as required for the experiment. This also reflects use cases
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where ITSs are employed for user support. Users can raise issues that require a response

from the support team. Solutions, together with additional knowledge, may already exist

distributed across various issues. When a recurring issue is encountered by multiple users,

it is crucial to facilitate easy access to information from previous solutions. This scenario re-

flects a common use case at European XFEL (EuXFEL). The five-minute time constraint does

not entirely alignwith this use case, as usually,more time is available to finda solution. How-

ever, it was crucial tomaintain consistency and comparability across the experiment rounds.

Furthermore, the total duration of the experiment should not exceed 30 minutes. All three

tasks involved recurrent inquiries, thus a solution is already available. Appendix A provides

the exact wording of the tree task used in the controlled experiment.

Task 1: The react-phone-number-input library provides a React component that stream-

lines the process of inputting phone numbers. Based on the phone number in the input field,

it automatically identifies the country, applies the appropriate format, and displays the cor-

responding country flag. For addedflexibility, users canmanually set the country by selecting

the available options from a dropdown list. The initial task involved customizing the drop-

down list to include Unicode flags also referred to as emoji flags. The correct solution was to

implement a custom countrySelectComponent. No specific implementation was required.

It was sufficient to indicate that a custom component should be used.

Task 2: Postgrest-py is a PortgresREST client for Python. PortgresREST is a standalone

web server that turns your PostgreSQL database directly into a RESTful API. Postgrest-py en-

ables developers to formulate SQL queries in Python syntax using a predefined set of meth-

ods. For the second task, participants were required to convert a traditional SQL query into

postgrest-py syntax, specifically the NOT IN part of that query. The specific SQL query in-

volved is presented in Listing 3.1. The expected solution should include syntax that matches

.not_.in_.

1 SELECT id, title , body, tags FROM issues
2 WHERE tags NOT IN ('wont fix', 'docs ');

Listing 3.1: The SQL query from the second task that participants were required to translate.

Task 3: The final task, also related to postgrest-py, highlighted an issue where a query

returned data unexpectedly. The query was supposed to filter results based on whether an

apikey matched a specific value. However, despite no apikey in the database matching the

search criteria, the query still returned data. The issue stemmed from the column apikey,
whichwas already in use internally. Resolving the issue involved identifying the naming con-

flict and renaming the column to prevent this unintended behavior.
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3.3 Tool Creation

3.3.1 Implementation

The tool was built using Next.js1 and Supabase.2 This decision was primarily influenced by

a starter kit3 that processes all markdown files within a directory, utilizing them as custom

context for the LLM. This starter kit focused on documentation files. It served as a starting

point for the implementation of my tool. Additionally, I am well-versed in Next.js, a full-

stack framework for building web applications based on React. Developers can use Type-

Script as the sole programming language towrite both frontend andbackend code in a single

repository. With the latest features such as React Server Components (RSC) and Server Ac-

tions, Next.js empowers developers to rapidly create full-stack applications. The utilization

of Server Actions eliminates the necessity towrite APIs for the interaction between the fron-

tend and the backend of the tool. Tomutate data you simply invoke a function that executes

on the server, instead of going through a conventional API endpoint. This approach not only

streamlines the development process but also facilitates the rapid evolution of the tool. The

tool aims to enhance the knowledge retrieval process frommultiple ITS with the assistance

of LLMs. To accomplish this, the tool retrieves information from ITS to extract relevant data.

For this, you paste the URL of a repository into the admin panel of the tool, see Figure 3.5.

The tool queries the title, description, and comments for each issue. Subsequently, it

generates embeddings from the provided data, using the OpenAI embedding models (ver-

sion text-embedding-ada-002) [15]. Embeddings are vector representations of text, where

similar words or phrases have similar vectors, capturing the semantic relationships between

them. These embeddings, alongwith the plain text of the issue, are stored in a database. Su-

pabase provides a hosted PostgreSQL database together with a client library for Javascript.

Whenever users ask the tool questions, it retrieves themost relevant embeddings and injects

them as context for the LLM. However, themodel is limited to the context of themost recent

question, as the issue embeddings consume a significant number of tokens. The model re-

ceives this information as part of the promptwithout the need for fine-tuning, exemplifying

RAG [5]. This makes the tool highly dynamic, as new knowledge only needs to be retrieved

from the ITS and becomes immediately available to the model. Refer to Figure 3.6 for a de-

tailed overview of the tool. Relevant embeddings are obtained by employing a vector simi-

larity function that compares the search embedding generated from the question with each

embedding stored in the database. This comparison involves calculating the dot product

between the two embeddings. A threshold value between zero and one determines which

1https://nextjs.org/
2https://supabase.com/
3https://github.com/supabase-community/nextjs-openai-doc-search
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Figure 3.5: The Admin panel of the tool allows admins to change the GPTmodel version and
adjust the threshold of the similarity function for the chatbot and link list version of the
tool. Furthermore, admins are able to add repository URLs to fetch new issues and provide
an access token if required.
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Figure 3.6: Flow diagram illustrating the runtime and update flow of the chatbot tool.

embeddings are considered relevant. The tool is accessible through a web-based UI.

I designed a custom prompt (Listing 3.2) which directs the model to utilize only the pro-

vided context information. If the required information is not available, the model is explic-

itly instructed not to generate an answer. This choice is based on the decision to constrain

the model to questions where the answers are expected to be found in the KB. The purpose

of this decision is to mitigate the risk of the model generating incorrect responses due to

hallucination. However, this approach limits the model's ability to leverage its broad gen-

eral knowledge, which may contain the correct answer. The prompt was designed based on

recommendations from OpenAI [50]. In addition to utilizing a custom prompt, I configured

the model's temperature to zero. This makes the model more deterministic, which was a

desired attribute. The tool incorporates links to the specific issues that were utilized to gen-

erate the corresponding answer, as illustrated in Figure 3.1. Users can interact with the tool

in two ways: through a chatbot that generates a summary or by receiving a list of the rele-

vant links. Both options are integrated within the same tool, allowing users to select their

preferred method of interaction.

1 const prompt = codeBlock `
2 ${oneLine `
3 Use the provided context sections delimited by triple quotes to answer

the question.
4 Respond in markdown format.
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5 If you are unsure and the answer cannot be found (context sections empty
), say

6 "Sorry , I don't know how to help with that."
7 `}
8

9 Context sections: """
10 ${contextText}
11 """
12

13 Question:
14 ${sanitizedQuery}
15

16 Answer as markdown (including related code snippets if available):
17 `

Listing 3.2: The custom prompt instructs the model to only use the given context sections

and refrain from providing an answer otherwise. The contextText consists of the relevant

issues retrieved from the database.

3.3.2 Choice of LLM

The field of LLMs has seen significant attention, leading to the introduction of numerous ca-

pable models. I decided to utilize OpenAI's GPTmodels [44] for my study. OpenAI provides a

JavaScript SoftwareDevelopmentKit (SDK), streamlining the interactionwith themodel. Ad-

ditionally, they host themodels, eliminating the need for further setup. Thiswas particularly

crucial, as it allowed me to dedicate my focus to the functionality of the tool. Furthermore,

OpenAI offers a variety of differentmodels. At the time of conducting this study, themost re-

cent options were GPT-3.5-turbo (gpt-3.5-turbo-0613 and gpt-3.5-turbo-1106) and GPT-4 (gpt-

4-0613). Future OpenAI models are expected to continue improving performance, resulting

in better summaries and more precise answers. Indeed, during my study, OpenAI released

new GPT-4 models with a context size approximately 15 times larger than the current GPT-

4 model. This enables the inclusion of additional context or the introduction of follow-up

questions. Throughout the tool's development, I employed and tested GPT-3.5-turbo and

GPT-4. The same questions were directed to both models and their responses were exam-

ined to identify any distinctions. GPT-4 provides superior, more appropriate answers to the

questions asked. While comparing both models, I observed that GPT-3.5-turbo occasionally

includes code snippets that are not included in the provided context. Consequently, these

code snippets often proved to be inaccurate. No significant time differences between the

models were observed. However, it's worth noting that longer responses tend to correlate

with longer response times. Nevertheless, the tool provides the flexibility to switch between
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the two different models.

3.3.3 Knowledge Sources

The tool is able to retrieve knowledge from various sources such as ITS and documents. To

retrieve data from different ITSs, a decision was necessary regarding which ITS platforms to

support. The integration of these ITS required an initial implementation to retrieve the cor-

rect information. Subsequently, the tool enables the seamless connection of multiple repos-

itories from the specified ITS directly within its UI. GitHub stands out as one of the most

widely used public platforms with over 100 million users [14], making it an obvious choice.

GitLab also ranks itself as one of themost used platforms, particularly favored by companies

for its self-hosting capabilities [54]. Both platforms provide a convenient GraphQL API for

retrieving information about repositories and related issues. After implementing an initial

GraphQL query, all repositories of that platform can be fetched. Redmine is also supported

considering EuXFEL's usage of this platform. Issues can be retrieved by calling a REST-API

endpoint that returns all issues from the specified repository.

The primary focus of the tool is on ITS. Nevertheless, the tool also accommodates docu-

ments, such asWord or PDF files, which are stored directly in a designated directory. The tool

segments Word documents into sections according to the headings within the document

and subsequently stores these sections in the database. These sections can be retrieved in

the sameway as issues. Storing the entire document could result in challenges related to the

token limit of LLMs.

3.3.4 Tool Configuration

As highlighted before in Section 3.1, the summary and the link list group used two different

tool versions. The chatbot group received a summary provided by the LLM based on the rel-

evant issues. Meanwhile, the link list group was provided with a list of relevant issue links.

To ensure consistent results, the same threshold value of 0.8 was applied for both groups to

retrieve relevant issues. This specific value was chosen through testing, aiming to identify

relevant issues without overwhelming participants with excessive information.

For the chatbot group, the GPT-4 model (version gpt-4-0613) was used exclusively dur-

ing the experiment. Even though the tool enables users to choose between the different

versions, it was necessary to keep results consistent across all participants. Before the ex-

periment, I connected the two repositories utilized for the experiment with the tool. Sub-

sequently, the tool fetched all issues from these repositories, making them available for the

GPT-4 model.
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Table 3.1: Roles of participants in the three test groups; CB = chatbot, LL = link list, IL = issue
list

Software Engineers Researchers Managers Others

CB / LL / IL 6 / 7 / 4 2 / 1 / 2 1 / 0 / 2 1 / 2 / 2

3.4 Experiment Execution

An initial pilot study involving three PhD students was conducted to estimate the comple-

tion time and to verify the clarity and comprehensibility of the tasks. Following that, I re-

fined the wording of a question to improve clarity. Additionally, I added the functionality

to add line breaks to the input field, as this was reported by the PhD students in the pilot

study. The experiment primarily took place at the EuXFEL over a span of two days in Febru-

ary. Subsequently, I conducted the experimentwith three professionals fromEngel&Völkers

Technology. A total of 30 participants were involved, with each test group consisting of 10

participants. The average completion time in the chatbot group was 28.27 minutes, 26.57

minutes for the link list group, and 28.26 minutes for the issue list group. All experiments

were conducted in person.

Table 3.1 offers a comprehensive overviewof the various roles of the participants. The pre-

dominant role was software engineers (17). This was followed by researchers (5), managers

(3), and other roles (5). I recruited participants through connections in academia and indus-

try, ensuring that each participant was engaged in the field of software engineering. The

mean and standard deviation of years of experience in SQL was reported as 2 (2.97) for the

chatbot group, 2.85 (4.73) for the linked list group, and 2.71 (5) for the issue list group. These

significant differences in experience are attributed to outliers. While most participants indi-

cated a low level of experience in SQL, ranging from0 to 2 years, a few reported up to 14 years

of experience. Participants in the chatbot group reported their experience in React with 0.75

(1.48), in the linked list group with 1.38 (2.72), and in the issue list group with 0.4 (1.1). This

reflects a generally lower familiarity with this technology among participants. Experience

with ITS was 5.55 (4.07) for the chatbot, 6.65 (4.40) for the linked list, and 5.05 (5.84) for the

issue list group. Participants had the most experience with ITSs, likely due to the use of ITSs

across various domains in software engineering. Similar to SQL, outliers with up to 15 years

of experience influenced the standard deviation. A visual comparison of the three groups’

experience with each technology is presented in Figure 3.7.

Initially, I included a question about the experience with LLMs. However, after the exper-

iment, it became clear that this inclusion had not been carefully considered. The phrasing

of the questionwas imprecise, potentially causing ambiguity among participantswhether it

referred to the experience in developing LLMs or simply interacting with them, for instance,
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Figure 3.7: Mean experience in years of participants in SQL, React, and ITS

usingChatGPT.Theoriginal intentionwas to assess participants' ability to formulate efficient

prompts. Due to this ambiguity, the question was excluded from the analysis.

Before starting each task, participantswere asked to rate their confidence in understand-

ing the task on a Likert scale from one to five. Participants first read the task and then had

the opportunity to ask questions. I clarified any uncertainties to ensure that participants had

a clear understanding. In Task 1, participants in the chatbot group rated their understanding

of the task with an average score of 4.00, while those in the linked list and issue list group

rated theirs at 4.40. In Task 2, participants in the chatbot and issue list group reported an av-

erage score of 4.40, whereas those from the linked list group reported theirs at 4.20. Finally,

for Task 3, the confidence was reported with 3.90 for the chatbot, 4.20 for the link list, and

3.80 for the issue list group. This task involved participants identifying a solution to a bug

rather than completing a specific task, resulting in lower scores.

3.5 Data Analysis

My experiment covered both quantitative and qualitative data analysis. In the quantitative

analysis, I employed statistical tests to assess differences among the three test groups. The

analysis specifically focused on the confidence ratings for each task, reflecting the partici-
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pants' confidence in their provided answer, alongside the time taken to complete each task.

For my analysis, I selected either the parametric one-way ANOVA test or the non-parametric

Kruskal-Wallis test [29] based on the fulfillment of statistical assumptions. The first assump-

tion for both tests was that observations were independent, which was fulfilled as the ex-

periment was conducted with each participant individually and they were instructed not

to share any insights with other participants. Additionally, participants were randomly as-

signed to each test group. The one-way ANOVA test assumed that the data followed a nor-

mal distribution, which I tested using the Shapiro-Wilk test [45]. Both tests further assumed

equal variances in the three groups. This was tested with the Levene's test [33] if the data

followed a normal distribution or with the Fligner Killeen test [17] otherwise. Both the one-

wayANOVAandKruskal-Wallis tests indicatea significantdifferencebetween the test groups

but do not specify which group exactly. Therefore, a post-hoc analysis is required to deter-

mine the specific groups that differ. If a significant difference is identified, the Tukey test will

be used following a one-way ANOVA, while the Dunn's test will be used subsequent to the

Kruskal-Wallis test. Furthermore, I examined the number of participants who successfully

completed the task within each group. All necessary calculations were done using functions

from the SciPy Statistical Functions module [10].

Results from the chatbot group that used the tool versionwith LLM support were further

analyzed using automatic metrics for text generation tasks. I examined the model's sum-

mary in comparison to the original content of the issue on which the task was based on,

utilizing ROUGE, a commonly used metric for text summarization tasks [13, 66, 30, 68], and

BERTscore [69], known for its higher correlation with human evaluation. Initially, I intended

to use BARTscore [67] as well. However, the absence of a pip-installable version for Python

makes it cumbersome to use. In addition, BARTscore requires fine-tuning and setup to out-

performBERTscore. Using BERTscore alongside ROUGEwas sufficient formy study. I analyzed

the number of participants who used the provided issue links in addition to the tool's sum-

mary and how trustworthy they rated the tool's summary. Subsequently, I analyzed how the

use of these issue links, affected participants' reported confidence in their answers. More-

over, I conductedopencoding toexaminepromptpatterns and identify recurring themes. My

tutor also conducted open coding to ensure completeness and correctness. Furthermore, I

analyzed the length of the prompts utilized by participants and compared them across tasks

and groups.

To quantify the user experience, I used the UEQ [31] and its official data analysis tool [58].

This tool provided descriptive statistics, including mean values and standard deviations and

inferential statistics, specifically the t-test. Since the t-test is only applicable for comparing

two groups, I performed pairwise comparisons among all pairs within the three test groups.

For the qualitative evaluation, I manually analyzed answers to the following free-text ques-
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tions included at the end of the survey: "What did you like about the interaction with the

provided tool ?", "What did you not like about the interaction with the provided tool ?" and

"Do you have additional suggestions to improve the tool's features ?". I, along with my tutor,

employed open coding for this analysis.
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4 Results

4.1 User Experience Evaluation

4.1.1 User Experience Questionnaire (UEQ)

Asmy experiment involved three test groups, I conducted a pairwise comparison of the user

experience evaluation. This included comparisons between the chatbot and linked list group,

the linked list and issue list group, and finally, the chatbot and issue list group. All three tools

were perceived as mostly positive in all six categories, see Table 4.1. Only the Novelty of the

linked list and the issue list tool were rated negatively. Ratings range from -3 to +3.

Chatbot vs. Issue List

Attractiveness (1.35/0.70:) The chatbot tool received higher ratings in this category, indicat-

ing that participants perceivedmore satisfaction while using the chatbot tool. However, the

results fail to indicate a significant difference based on the commonly used alpha level of

0.05. Further analysis revealed that one participant perceived the tool differently from the

majority of participants. While the average Attractiveness rating of the other nine partici-

pants was 1.61, one participant reported a rating of -1.00. Given that the sample size was

limited to ten data points, this had a significant influence on the ratings. Analysis conducted

without this record shows a significant difference between the chatbot and issue list groups,

with a p-value of 0.0368.

Perspicuity (1.08/0.80): This minor difference suggests that both tools are user-friendly

and intuitive. Developers are likely familiar with ITSs, as they are commonly employed in

many software development projects. However, the participants were able to use the chat-

bot tool effectively with just a brief introduction. This indicates that the chatbot tool is user-

friendly for newcomers.

Efficiency (1.88/0.95): A significant difference was observed in this category. The chatbot

tool generates a summary of relevant issues, eliminating the need tomanually skim through

multiple issues to find the required information. This streamlines the process and makes
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Figure 4.1: UEQ scale means of the six categories. Chatbot (blue) vs issue list (red)

the interaction more efficient. The chatbot tool received its highest score on the practicality

scale, with a value of 2.1.

Dependability (0.88/0.98): The chatbot tool received slightly lower ratings compared to

the ITSs from the issue list group. Participants from the chatbot group rated the Security and

Predictability with lower values. One possible reason for this is the non-deterministic na-

ture of LLM-generated text, which can lead to unpredictable outcomes. Additionally, secu-

rity concerns might have contributed to the lower ratings, as users may be concerned about

how their data is handled.

Stimulation (1.08/0.48): The chatbot tool was rated higher, although the difference was

not statistically significant. Similar to the findings in the Attractiveness category, an outlier

skewed the overall score. Nine participants rated the Stimulation with an average score of

1.36, while one participant rated it with a score of -1.50. A higher rating for the chatbot tool

compared to the issue list tool is expected, considering users often find novel tools more

engaging and exciting.

Novelty (0.98/-0.20): The chatbot tool was rated significantly higher than the issue list

tool. This is in line with expectations as ITSs are a well-established tool in software engi-

neering. The chatbot tool introduces a novel method of interacting with knowledge from

ITSs, resulting in a higher rating in this category.

In general, the chatbot tool received higher ratings across five categories, although not

always significantly higher. For a visual representation, please refer to Figure 4.1. It is impor-

tant to note that the sample size of 10 data points is not representative and outliers heavily

influenced these results. The standard deviation in all six categories ranged from 0.68-1.18.

Therefore, a broader analysis with a larger sample size is necessary to draw robust conclu-

sions.
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Figure 4.2: UEQ scale means of the six categories. Chatbot (blue) vs link list (red)

Chatbot vs. Link List

Attractiveness (1.35/1.13:) Both tools received a similar score, but the chatbot tool has a slight

advantage. They share the same UI, so a similar score is expected. The streaming of the

response generated by the LLM likely made a difference.

Perspicuity (1.08/1.23): The link list tool was rated slightly higher. While the tool sup-

portednatural language input, someparticipantsutilized shorter keywords for their prompts.

This potentially reduces the complexity of formulating a good prompt.

Efficiency (1.88/1.25): The chatbot tool summarizes issue content for the user, thus elim-

inating the need to manually click on issues to find relevant information. This explains the

higher efficiency rating the chatbot tool received. However, with a p-value of 0.0747, it fails

to meet the threshold for statistical significance.

Dependability (0.88/0.95): In this category, both tools received a similar rating. As previ-

ously discussed, the chatbot tool's slightly lower rating may be attributed to its inclusion of

a language model.

Stimulation (1.08/0.65): The chatbot tool was rated higher than the link list tool. This

higher rating is likely attributed to the additional interaction with an LLM, which improved

the score.

Novelty (0.98/-0.18): Once again, this higher score can be attributed to the new interac-

tionwith knowledge from ITSs that the chatbot tool provides. While the link list tool central-

ized information from ITSs, participants were still required to skim through issues manually.

The difference between the two tools ismarginal, but the chatbot tool performed slightly

better, as illustrated in Figure 4.2. Only the Novelty category demonstrated a significant dif-

ference. This is not unexpected, given that both tools appear and function similarly. How-

ever, the inclusion of the summary generated by the LLM impacted some categories.
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Figure 4.3: UEQ scale means of the six categories. Link list (blue) vs issue list (red)

Link List vs. Issue List

Attractiveness (1.13/0.70:) The link list tool received higher scores than the issue list tool,

indicating that participants found it more enjoyable to use. This result is consistent with the

findings of the chatbot tool, which also received higher scores.

Perspicuity (1.23/0.80): As with the chatbot tool, these results are promising, given that

participantswere using the tool for the first time. The link list tool offered a natural language

search,whichwas anewaddition. However, it simplified searching for relevant issues, result-

ing in the highest score among the test tools.

Efficiency (1.25/0.95): The link list tool receivedhigher ratings for the Efficiency. It provides

a list of relevant issues sorted by relevance in a clear and simple format. The simple UI allows

users to focus on the primary information while reducing the potential for distraction.

Dependability (0.95/0.98): Both tools received nearly identical ratings from the partici-

pants. This indicates that the tools provide similar functionality that is predictable andmeets

expectations.

Stimulation (0.65/0.48): The link list tool received a slightly higher rating than the issue

list tool. Support for natural language queries may be the reason for this difference.

Novelty (-0.18 /-0.20): Both tools received a negative rating in this category. The link list

tool is capable of searching multiple repositories and presents the information in a unified

UI. However, the end result looks similar to the ITSs used by the issue list group.

The link list tool improved the user experience inmost categories, although the improve-

ments were not significant, as shown in Figure 4.3. However, this is expected since the link

list tool does not introduce many new features. The ability to search across multiple ITSs

may not have been fully appreciated by participants, as each task required information from

a single repository.
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Table 4.1: Pairwise comparison of user experience between the three test groups. Ratings of
the six UEQ categories (mean and standard deviation), including the t-test's p-value. CB =
chatbot group, LL = linked list group, IL = issue list group

Group Attractiveness Perspicuity Efficiency Dependability Stimulation Novelty

CB 1.35 (0.96) 1.08 (1.04) 1.88 (0.80) 0.88 (0.68) 1.08 (1.18) 0.98 (0.88)

IL 0.70 (1.11) 0.80 (1.14) 0.95 (1.06) 0.98 (1.08) 0.48 (0.86) -0.20 (1.35)

p-value 0.1789 0.5794 0.0420 0.8072 0.2117 0.0350

CB 1.35 (0.96) 1.08 (1.04) 1.88 (0.80) 0.88 (0.68) 1.08 (1.18) 0.98 (0.88)

LL 1.13 (0.68) 1.23 (0.87) 1.25 (0.67) 0.95 (0.73) 0.65 (0.70) -0.18 (0.79)

p-value 0.5683 0.7308 0.0747 0.8153 0.3427 0.0065

LL 1.13 (0.68) 1.23 (0.87) 1.25 (0.67) 0.95 (0.73) 0.65 (0.70) -0.18 (0.79)

IL 0.70 (1.11) 0.80 (1.14) 0.95 (1.06) 0.98 (1.08) 0.48 (0.86) -0.20 (1.35)

p-value 0.3093 0.3606 0.4601 0.9524 0.6234 0.9603

To conclude the pairwise comparison: The chatbot tool performed the best in Attractive-

ness, Efficiency, Stimulation, and Novelty. However, in some cases, the tool failed to achieve

statistically significant differences. Further analysis revealed that oneparticipant in the chat-

bot group seemed to perceive the tool differently. Since each group consisted of 10 partici-

pants, the outlier had a significant impact on the results. Nevertheless, the results indicate

that participants appreciated the novel approach to knowledge retrieval from ITSs. In addi-

tion, the high score in Efficiency is promising. The link list tool performed best in Perspicuity,

while the issue list tool performed the best in Dependability.

4.1.2 User Experience Comments

Chatbot Group

Participants (6 mentions) particularly highlighted the ease of use of the chatbot tool. Ad-

ditionally, they praised the tool for its fast responses (3) and for delivering comprehensible

results (1). Furthermore, its similarity to ChatGPT (2) and the provision of references (2) were

appreciated by the participants. The UI (2) and the tool's ability to incorporate knowledge

from various projects (1) were also highly valued by the participants.

On the other hand, participants noted the absence of prompting assistance (3) and the

ability to ask follow-up questions (2). Some references were deemed irrelevant to the given

question (2). Moreover, some participants requested a relevance score for the provided issue

links (1) and a mode where the LLM would give a response based on its general knowledge

when no issues were found (1). It was also suggested that the issue content could be sum-

marized intoproblem-solution statements to improve the chatbot responses (1). Participants
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requested brief summaries of the provided issue links (2). Finally, it was noted that the code

highlighting (1) could be improved and that the input field should have a fixed position at the

bottom (1), similar to ChatGPT's UI.

Link List Group

Similar to the chatbot tool, participants praised the link list tool for its ease of use (6) and

its fast responses (3). Furthermore, participants valued the compactness of the results (1),

the natural language interaction (1), and the clarity of the answers provided (1). It was also

mentioned that the results are based on a predefined set of issues (1).

As observed in the chatbot group, participants asked for short summaries of the provided

issue links (2). A relevance score for each issue link (4) and prompting assistance (3) were

particularly missed by participants. It was noted that the tool should always provide feed-

back, particularly in cases where no relevant issues are found (1). Additionally, participants

reported that the UI could be improved (1) and that documentation about the tool should be

integrated (1).

Issue List Group

Participants praised the ease of use (5), the familiarity (2), and the speed of the tool (2). They

also acknowledged that the tool performed as expected (3).

However, participants noted the absence of prompting assistance (3) and natural lan-

guage support (1). It was stated that the information was solely based on issues (1) and that

incorporating general documentation could be beneficial (1). Additionally, participantsmen-

tioned that the tool only supports short queries (1) and that documentation of the tool is

lacking (1).

To answer RQ1, participants in the experiment preferred using the chatbot tool to re-

trieve knowledge from ITSs. The chatbot introduced an innovative and easy-to-use tool

that enhanced the process by eliminating the need formanual issue searching, resulting

in a more enjoyable and efficient experience. It outperformed the other tools in Attrac-

tiveness, Efficiency, Stimulation, and Novelty. The link list tool was considered a minor

improvement over the classic ITSs. It introduced new features like a natural language

search and a new UI. The classic ITSs were rated highest in terms of Dependability and

Efficiency by the participants.

30



CHAPTER 4. RESULTS

4.2 Time Efficiency

I measured the time each participant took to complete a task and will report the average

times along with the standard deviations in a minutes:seconds format. If a participant was

unable to provide an answer, their recorded time was excluded from the analysis. The aver-

age completion time for Task 1 was 4∶18 (1∶17) for the chatbot, 3∶27 (1∶37) for the link list, and

4∶00 (1∶14) for the issue list group. After data processing, five recorded times remained for

both the chatbot and link list groups and seven for the issue list group. For Task 2, the chat-

bot group's average time was 2∶32 (0∶57), the link list group's was 3∶14 (1∶13), and the issue

list group's was 3∶47 (1∶12). Following data processing, eight recorded times were left for the

chatbot group, seven for the linked list group, and five for the issue list group. For Task 3, the

chatbot group took around 3∶55 (0∶55), the link list group around 2∶51 (1∶34), and the issue list

group around 2∶48 (1∶10). After data processing, seven recorded times were left for the chat-

bot group, six for the linked list group, and eight for the issue list group. All times are listed

in Table 4.2.

One important consideration is that participants in the chatbot group must wait for the

LLM to finish generating its summary, whichmay take a few seconds. This delay contributed

to a marginal increase in the average response times. Participants using the chatbot formu-

lated the longest search prompts, as detailed in Section 4.4. These longer prompts further

further increased the time required. However, in Task 2, the time was still lower compared

to the other groups. Participants in this task were able to copy the original query, instruct

the chatbot to translate it, and receive the translated query as part of the summary. This

represented a benefit of using the chatbot: its ability to directly apply the provided context

to address the given question. However, participants had to wait for the chatbot to gen-

erate its response, unlike traditional methods where they navigate through multiple issues

to find the relevant information. Whether this is beneficial or not varies depending on the

task at hand. Additionally, some participants utilized the provided issue links to validate the

generated summary, which had an impact on the recorded times. Overall, participants in

the link list group achieved the fastest times. The link list tool simplified the search by en-

abling them to input more detailed prompts, which likely made it easier to find the relevant

issues. Furthermore, during the experiment, I observed that several participants missed im-

portant information while skimming through issues or the issue list provided by the ITSs.

The keyword-based search in the ITSs proved to be inefficient whenmultiple issuesmatched

the search criteria. This resulted in a lengthy list of issues for participants to check, leading

to longer response times.

Furthermore, I employed statistical tests to assess the significance of differences in the

time taken by participants across the three test groups. I utilized the Shapiro-Wilk test to
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Table 4.2: Measuredmean + (standard deviation) inminutes:seconds for each task and each
group, including the statistical significance (p-value)

Group Task 1 Task 2 Task 3

Chatbot 4∶18 (1∶17) 2∶23 (1∶00) 3∶54 (0∶51)

Link List 3∶27 (1∶37) 3∶02 (1∶15) 3∶09 (1∶38)

Issue List 4∶00 (1∶14) 3∶48 (1∶05) 2∶50 (1∶06)

p-value 0.618 0.079 0.210

evaluate the normality of the data across all groups. For Task 1, the data exhibited normal

distribution for all three groups. Additionally, the Levene's test confirmed equal variances,

thus enabling the use of the one-way ANOVA test. However, the one-way ANOVA test re-

ported no significant difference across the groups. Similarly, for Tasks 2 and 3, all necessary

assumptionsweremet to conduct the one-wayANOVA test. The results, detailed inTable 4.2,

did not reveal any statistically significant differences among the groups. Notably, for Task 2

the reported p-value was 0.078. Although this value suggests a potential difference in the

time taken, it falls short of the widely accepted significance threshold of 0.05.

Answering RQ2, the average response time for the chatbot group was slightly slower

compared to the other groups. However, it is important to note that participants had to

wait for the LLM to generate the summary. When the LLM was able to directly incorpo-

rate the retrievedknowledge into the response, it resulted in significantly faster response

times for participants. Participants using the issue list tool achieved faster response

times, as the natural language input allowed them to identify relevant issues more ef-

ficiently. Conversely, the keyword-based search in the ITSs proved inefficient when nu-

merous issuesmatched the search criteria, leading to anoverloadof displayed issues and

making it difficult to identify the correct one.

4.3 Confidence On Provided Answers

Participants were asked to rate their confidence in the answers they provided using a Lik-

ert scale ranging from one to five. I performed statistical analysis to compare the three test

groups. This involved the Shapiro-Wilk test to evaluate the normality of the data distribu-

tion in each group. For Task 1, the data within the chatbot group deviated from normal dis-

tribution, which required the use of the Kruskal-Wallis test. To verify the assumption of ho-

mogeneity of variances across the groups, I applied the Fligner test, which confirmed equal

variances with a p-value of 0.72. The Kruskal-Wallis test revealed no significant differences

between the groups. The same process was repeated for Tasks 2 and 3. In both tasks, the
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Table 4.3: Analysis of the confidence ratings (measured mean + standard deviation) in their
answers rated by participants on a 5-point scale. Including the p-value of the Kruskal-Wallis
test.

Group Task 1 Task 2 Task 3

Chatbot 2.83 (0.98) 4.10 (0.74) 4.22 (0.67)

Link List 4.20 (0.84) 3.25 (1.28) 3.57 (1.27)

Issue List 3.00 (1.15) 2.83 (1.15) 3.60 (0.84)

p-value 0.091 0.076 0.282

Kruskal-Wallis test again showedno significantdifferences. However,withap-valueof 0.076,

it narrowly missed the threshold of 0.05 for significance in Task 2. All results, along with the

p-values, are reported in Table 4.3.

For Task 1, the average confidence was 2.83 (0.98) for the chatbot, 4.20 (0.84) for the link

list, and 3.00 (1.15) for the issue list group. If a participant was unable to provide an answer

within the time limit or ended the task early, their response was excluded from the analysis.

After data processing, six answers were left for the chatbot, five for the linked list, and seven

for the issue list group. Out of these, two participants from the chatbot and linked list group

were able to find the correct answer. Participants from the issue list group gave four correct

answers. To identify the correct issue for Task 1, participants had to use specific keywords.

This provedproblematic and resulted inparticipantsnotfinding the relevant issue. ForTask 2,

confidencewas rated4.10 (0.74) in the chatbot, 3.25 (1.28) in the linked list, and2.83 (1.15) in the

issue list group. Following data processing, ten records remained in the chatbot, eight in the

linked list, and six in the issue list group. Participants performed better in this task, providing

nine correct answers in the chatbot, six in the linked list, and four in the issue list group.

Participants in the chatbot group benefited from the ability to copy and instruct the chatbot

to translate the original query, enhancing their ability to provide the correct answer. This is

evident in the number of participantswhowere able to provide the correct answer. However,

some participants reported that they could not rate their confidence with the highest value

of five. They would normally execute a query to confirm that it is working as expected and

to check for syntax errors. For Task 3, participants rated their confidence with 4.22 (0.67) in

the chatbot, 3.57 (1.27) in the linked list, and 3.60 (0.84) in the issue list group. After data

processing, nine answers were left for the chatbot, seven for the link list, and ten for the

issue list group. Task 3 appeared to be the easiest for participants as nine correct answers

were given in the chatbot and issue list group, while participants from the linked list group

gave six correct answers. This finding is unexpected because the participants rated their

confidence in understanding this task the lowest prior to undertaking it. Overall, the chatbot

group reported the highest confidence levels, except for Task 1.
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To answer RQ3, participants who used the chatbot tool were surprisingly themost confi-

dent in their answers. This outcome was unexpected, as one might anticipate that con-

ducting your own search would be the most reliable source of information. However,

participants also verified the summary using the provided issue links. This suggests that

the combination of a concise summary and a verification step proved to be a reliable

source of information. Participants in the issue list group reported the lowest confidence

values.

4.4 Analysis Of Prompt Patterns

Participants in the chatbot group primarily utilized natural language, framing their inputs

as questions directed towards the chatbot. This aligns with the expected interaction model

with chatbots. Themajority of participants in the chatbot groupusedwordings such as "How

can I ...", "Can you help ..." and "translate ...". In Task 2, which involved translating a SQL query,

six out of ten participants directly copied the query from the task for their prompt. Similarly

in Task 3, eight out of ten participants copied the query from the task instructions. Generally,

this approach resulted in positive outcomes since the task instructions served as an effective

foundation for identifying relevant issues.

I have categorized the prompts into distinct patterns, as detailed in Table 4.4. The vari-

ation in prompt patterns between the chatbot users and those in the issue list group can

be attributed to the required input methods: natural language for chatbots and keyword-

centric prompts for the GitLab and GitHub ITS. The participants in the linked list group rep-

resent an intermediary case. Some participants utilized natural language, in line with the

tool's capabilities and instructions, while others chose to use keywords or brief prompts.

The majority of prompts from participants interacting with the chatbot consisted of a sin-

gle sentence, although a few extended up to three sentences in length. The results, shown

in Table 4.5, highlight how the prompt length differentiates substantially across the three

test groups. The average character counts for the chatbot group were 128.70 (87.19) in Task

1, 145.20 (98.54) in Task 2, and 196.50 (67.17) in Task 3. The link list group's average prompt

Table 4.4: Prompt patterns used by participants

Prompt pattern Chatbot Linked List Issue List

Natural language query 29 14 0

Keyword Query 1 15 28

Included library name 21 17 2

Copied query from task 14 5 0
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Table 4.5: Analysis of the prompt length (mean + standard deviation) in number of charac-
ters.

Group Task 1 Task 2 Task 3

Chatbot 128.70 (87.19) 145.20 (98.54) 196.50 (67.17)

Link List 47.60 (22.18) 42.80 (24.30) 55.50 (45.76)

Issue List 17.44 (24.08) 19.67 (12.09) 10.30 (8.21)

lengths were shorter, with 47.60 (22.18) characters in Task 1, 42.80 (24.30) in Task 2, and 55.50

(45.76) in Task 3. Participants in the issue list group utilized the shortest prompts, averag-

ing 17.44 (24.08) characters in Task 1, 19.67 (12.09) in Task 2, and 10.30 (8.21) in Task 3. While

it is understandable that the chatbot group used significantly longer prompts than the is-

sue list group, it is surprising how noticeably shorter the prompts from the link list group

are compared to the chatbot group. The links list tool featured a natural language search

input but lacked a conversation with a chatbot. The conversation mode of the chatbot tool

may have encouraged participants to use more words and prompts that resemble a dialog

more closely. Although the prompts differed between each group, certain question-specific

keywords were present in each prompt.

Some participants had to refine their prompts to obtain the necessary information to

solve the given task. These prior attempts were not included in the analysis. However, this

also shows that prompting is not trivial. While most participants successfully solved the

task with a single prompt, others had to refine their prompt multiple times. Additionally,

formulating the right prompt proved time-consuming for some participants.

In response to RQ4, practitioners primarily utilize natural language prompts when inter-

acting with a chatbot. As a result, they tend to use longer sentences and formulate their

prompts as questions directed towards the chatbot. In contrast, practitioners using a

classic ITS typically employ short, keyword-based prompts. This approach is expected, as

ITSs include a keyword-based search. However, the chatbot group's prompts were sig-

nificantly longer than those of the link list group, even though the latter also supported

a natural language search. The chatbot's conversational mode likely encouraged partic-

ipants to utilize more verbose and dialog-like prompts.

4.5 Necessity Of Links To Issues

Participants in the chatbot groupwereaskedwhether theyutilized theprovided issue links or

exclusively relied on the generated summary to solve the given task. If they utilized the issue

links, they were required to rate the necessity of the issue links in addition to the summary
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Table 4.6: Analysis of mean values + standard deviation on the confidence ratings per task,
grouped by whether participants used the provided issue links in addition to the summary
or not

Task Issue Link
Clicked

Confidence in
Correctness

Links
Necessity

Issue Link
Not Clicked

Confidence in
Correctness

Task 1 6x 2.33 (1.21) 2.83 (0.75) 4x 2.5 (1.00)

Task 2 5x 4.40 (0.55) 2.60 (0.89) 5x 3.80 (0.84)

Task 3 7x 4.00 (0.58) 3.68 (1.21) 3x 3.67 (2.31)

on a Likert scale from one to five. In Task 1, six participants clicked on one of the provided

issue links. They rated the necessity of the links in addition to the tool's summary with 2.83

(0.75). In Task 2, five participants utilized the issue links, rating the necessity with 2.60 (0.89).

Seven participants utilized the issue links in Task 3, rating the necessity with 3.68 (1.21). This

higher score is likely justified by the design of the task. Participants were required to iden-

tify that the presented problem was caused by a bug in the library. This seemed to confuse

someparticipants, so theyused the issue links for a clearer understanding and to validate the

summary by the chatbot. Furthermore, I observed that several participants accessed these

links either after answering the question (completing the task) or when they were asked in

the survey if they had used the links in addition to the summary. They referred to the issue

links to confirm the accuracy of the summary by briefly checking it against the content of the

issues. This is reflected in the necessity ratings, whichwere not particularly high, suggesting

that the tasks could have been completed without consulting these links.

Table 4.6 shows the confidence levels reported by participants, grouped by whether they

used the issue links in addition to the summary. The mean values for Task 1 are similar, sug-

gesting that the issue links had no significant impact. In Tasks 2 and 3, average confidence

levels marginally increased. Although this analysis is based on a small sample size, it indi-

cates a trend that the issue increased the confidence of participants, although only slightly.

The overall level of trust participants had in the generated summary was rated with a mean

value and standard deviation of 2.44 (1.13). This rating suggests that participants do not en-

tirely trust the text generated by LLMs, even when it is based on accessible knowledge.

Answering RQ5, practitioners rated the necessity of the issue links for each task with an

average score of (2.83/2.60/3.68). This indicates that the links were not essential for an-

swering thequestions. Instead, they served as a verificationmechanism in case of doubt.

This is also reflected in practitioners' trust in text generated by the LLM. Furthermore, the

results indicate that practitioners who utilized the issue links reported a slightly higher

confidence rating.
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4.6 Information Needs

I evaluated the generated chatbot summaries using automatic metrics, including ROUGE-1,

ROUGE-2, ROUGE-L, and BERTscore. Participants were required to copy and paste the gener-

ated summary they used to solve the specified task into the questionnaire. The evaluation

process involved comparing each response to the original content of the issue on which the

task was based. Summaries were excluded from the analysis if they were not based on the

issue or if a participant did not provide any answer. For each task, I report the mean value

of the summary scores. For Task 1, three summaries were analyzed, while for Tasks 2 and 3,

nine summaries were analyzed. Table 4.7 summarizes the Precision, Recall, and F1-score for

the four metrics across each task. The ROUGE metrics, particularly ROUGE-1 and ROUGE-2,

measure the overlap of n-grams between the candidate text and the reference sentences.

Meanwhile, ROUGE-L assesses the longest common subsequence [34].

Table 4.8 shows the average length of the generated summaries for each task in com-

parison to the length of the issue the task was based on. Notably, the summary for Task 1

was longer than the issue itself. The issues comprised only a brief title, description, and a

few short comments. Conversely, the summaries for Tasks 2 and 3 were shorter than the

reference issue. If an issue is relatively brief, it is possible that the summary may be longer

because the chatbot supplements it with additional text. However, this does not affect the

quality of the response.

In almost all cases, the values of the ROUGEmetrics improve fromTask 1 toTask 3, indicat-

ing that the summaries for Task 3 showbetter overlapwith the reference issues. The ROUGE-

2 scores are consistently lower than the ROUGE-1 and ROUGE-L scores across all tasks. This

indicates that the bi-gram overlap is lower compared to single words or longest common

sequences, which are captured by ROUGE-1 and ROUGE-L. The BERTscore values are consis-

tently higher across all tasks compared to theROUGEmetrics. This is likely becauseBERTscore

utilized contextual embeddings to calculate token similarity and importance weighting to

assign more weight to rare words.

Overall, the results demonstrate that the summariesby the chatbot are consistently rated

highly by the BERTscore. This suggests that the summaries effectively cover the main con-

cepts or topics, although they may not always replicate the exact phrasing or specific lan-

guage details as the original issues. As a result, traditionalmetrics such as ROUGE scores pro-

duce lower values. The tool is primarily designed to answer specific questions rather than to

provide a comprehensive summary of all relevant issues. Consequently, it may omit context

not directly related to the question, affecting the scores reported by the metrics. Although

BERTscore evaluates semantic meaning, it cannot account for the question's context, thus

influencing its evaluation.
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Table 4.7: Precision, Recall, and F1-score of the generated summary in contrast to the refer-
ence issue. Accumulatedmean and standard deviation scores of all summaries for each task.
Using ROUGE-1, ROUGE-2, ROUGE-L and BERTscore.

Metric Task Precision Recall F1-score

Rouge-1

Task 1 0.33 (0.09) 0.61 (0.09) 0.41 (0.05)

Task 2 0.42 (0.09) 0.23 (0.05) 0.29 (0.06)

Task 3 0.67 (0.08) 0.53 (0.06) 0.58 (0.04)

Rouge-2

Task 1 0.08 (0.03) 0.15 (0.03) 0.10 (0.03)

Task 2 0.10 (0.05) 0.05 (0.02) 0.07 (0.03)

Task 3 0.33 (0.05) 0.26 (0.04) 0.29 (0.04)

Rouge-L

Task 1 0.14 (0.05) 0.26 (0.03) 0.18 (0.04)

Task 2 0.25 (0.06) 0.13 (0.03) 0.17 (0.03)

Task 3 0.34 (0.05) 0.28 (0.07) 0.30 (0.06)

BERTscore

Task 1 0.82 (0.04) 0.87 (0.01) 0.84 (0.03)

Task 2 0.84 (0.02) 0.82 (0.01) 0.83 (0.01)

Task 3 0.90 (0.01) 0.88 (0.01) 0.89 (0.01)

Table 4.8: Analysis of the summary length (in characters) in contrast to the issue length the
taskwasbasedon. Summary length is shownas themean+ standarddeviationaccumulated
for each task.

Task Summaries Analyzed Summary Length Original Issue Length

Task 1 3x 940.33 (403.54) 380.00

Task 2 9x 518.11 (115.29) 882.00

Task 3 9x 735.67 (147.32) 876.00

To address RQ6, the results from the ROUGE and BERTscore metrics indicate that a brief

summary that captures the essence of the issues is sufficient for making informed deci-

sions. Although the ROUGE scoreswere relatively low due to the summary not necessar-

ily capturing similar phrasings of the issues, this did not affect the ability to extract the

correct solution. For example, the ROUGE-2 score for Task 2 reported a precision of 0.10,

while nine out of ten participants provided the correct solution. This demonstrates that

the summary captured the necessary information. The BERTscore reported higher scores,

as it captures semanticsmore accurately and ismore closely alignedwith human evalua-

tion. The findings indicate that the length of a summary does not necessarily correspond

with its quality.
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5 Discussion

5.1 Concise Presentation of Information is Important

During the experiment, I observed that participants frequently overlooked essential infor-

mationwhile navigating through issues. The presence of excessive noise, such as potentially

unrelated comments and discussions, made itmore likely that important informationwould

be overlooked. ITSs typically provide a list of issues with a keyword-based search function.

However, identifying specific issues can be challenging and keyword-based searches have

limited effectiveness in filtering relevant information. In contrast, participants of the chat-

bot group did not experience this limitation. The generated summary provided a compact

version of relevant issues, effectively removing unnecessary noise. Furthermore, results of

the user experience evaluation revealed that the chatbot achieved the highest scores both

in Attractiveness and Stimulation. Additionally, the ease of use and the tool's fast responses

were frequently mentioned as positive aspects of the chatbot. This observation is consis-

tent with previous research indicating that developers value forums like Stack Overflow for

their question-answer format [40] and prefer to receive information in smaller chunks [47].

However, this study extends those findings.

Developers not only prefer smaller segments of information but encounter difficulties

when confronted with an excessive amount of information [6]. Presenting information in

smaller segments can mitigate the risk of overlooking important details. Furthermore, this

approach can increase productivity since developers do not need to process excessive infor-

mation to find essential details. However, it is essential to be cautious, as this approach car-

ries the potential risk of omitting relevant information that could be beneficial. The chatbot

tool addresses this concern by providing issue links, allowing users to access more detailed

information when necessary. Therefore, a balanced approach is necessary to manage these

aspects effectively. Additionally, chatbots capable of understanding and applying code ex-

amples to specific questions can be beneficial. Code and usage examples are essential for

aiding comprehension and preventing errors [57, 41].
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5.2 Developers do not trust LLMs yet

The experiment revealed that developers are hesitant to trust text generated by LLMs, par-

ticularlywhen this information is needed to assist users. This skepticism ismainly due to the

black-box and non-deterministic nature of LLMs. Users are unable to see or comprehend the

process behind the generation of answers. Furthermore, LLMs are known to produce halluci-

nations, further reducing trust in their output [25]. This concern is supported by the behavior

of the participants, who frequently clicked on the provided issue links after providing an an-

swer to the current task. This aligns with the findings by Sivaraman et al. [55]. In their study

of the acceptance of AI-based support tools, the authors concluded that AI supportwasmost

acceptedas anadditional sourceof information, not as theprimary source. Theactions of the

participants indicate a desire to confirmwhether themodel accurately utilized the provided

information. However, to minimize the risk of generating inaccurate responses, I specifically

designed the custom prompt to instruct the model to utilize the knowledge it has access to

and refrain from generating responses in the absence of that knowledge. For the instruc-

tions given to the LLM, see Listing 3.2. Participants might not have been fully aware of this

approach and probably compared the tool to ChatGPT, where such inaccuracies are more

common. I informed participants that the tool uses information from issues, which were

displayed as issue links below each response. However, as each experiment had a time limit,

no detailed explanation of how the tool works was provided. This lack of information may

have affected the participants' trust in the tool. According to Zhang et al., displaying con-

fidence scores of the generated answer can increase trust in an LLM model, but only if the

scores are high. Otherwise, it can have the opposite effect [71].

Interestingly, despite relying on the tool's summary, participants were confident in the

correctness of their answers. Confidence levels were the highest in the chatbot group, with

Task 1 being the exception. However, as previously noted, someparticipants cross-referenced

the issue links to validate the tool's summaries. This reveals a crucial insight: although the

tool often provided accurate information and participants were confident in their answers,

there remained a hesitancy to fully trust the LLM-generated text. This hints at possible chal-

lenges for future research: enhancingmodels' ability touse context accurately, reducing false

information (hallucinations), and, more importantly, building greater trust with users.

As some participants noted, it may be beneficial for the tool to be able to utilize the gen-

eral knowledge of LLMs. However, it is important to minimize the risk of hallucinations and

incorrect information by following strict instructions given by the prompt. The addition of an

extramode or switch could signal to users that the information providedmay not be entirely

accurate and that they should, therefore, exercise caution.
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5.3 Metrics to Benchmark LLMs

In Section 4.6, I evaluated the summaries generated by the chatbot using metrics includ-

ing ROUGE-1, ROUGE-2, ROUGE-L, and BERTscore. The results show that traditional metrics

are not suitable for evaluating the quality of LLM-generated summaries. The ROUGE scores

were consistently low, despite the summaries being sufficient for the given task, as demon-

strated by the number of correct answers. In contrast, the BERTscore reported higher scores,

as it is capable of capturing semantic meaning without relying on finding similar phrasings.

Furthermore, it correlates more with human evaluation [69]. Essentially, these metrics eval-

uate the summaries by comparing them against reference texts. In my study, the summary

generated by the chatbot was based on relevant issues and their content, retrieved from a

database using a similarity function. However, it is possible that the issues selected by the

similarity function contained more information than necessary to answer the user's ques-

tion. This has influenced the reported scores, particularly the ROUGE scores. Kumar et al.

[30] demonstrated that increasing the summary length correlateswithabetter ROUGEscore.

This occurs because more extended summaries tend to resemble the reference text closely.

However, this approach does not effectively evaluate the quality of a summary. A concise

summary can effectively convey the key points of the reference texts. LLM demonstrate ex-

ceptional text comprehension abilities [9]. Therefore, they may rightfully choose to 'ignore'

content that is not relevant to the given question. Current metrics for text summarization,

however, fail to capture this aspect of question-based content selection. BERTscore evaluates

semantic meaning and effectively prioritizes essential context. However, it lacks awareness

of the specific question being addressed and the objective of providing a relevant answer.

Ultimately, I was looking for a metric specifically designed to evaluate text summariza-

tion in a dialog context. Such a metric should not only assess the quality of the summary in

relation to the reference texts but also evaluate how effectively the summary addresses the

given question.
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6 Threats to Validity

6.1 Construct Validity

Many participants were overwhelmed by Task 1. This task required the use of React, with

which most of the participants had no previous experience. Nonetheless, this scenario is

typical at the Data Operation Center at EuXFEL, where support staff are often expected to

assist users with problems in areas where they have limited expertise. Before each task, I

asked participants if they understood the task and assisted them if further clarification was

necessary.

Some participants mentioned that they would typically look for solutions on Stack Over-

flow or similar platforms, which could indeed contain the necessary information. However,

I selected issues that users had raised, ensuring that the problems were addressed and re-

solved within actual issue threads.

The similarity function used to retrieve the relevant issues was dependent on specific

keywords. This was particularly evident in repositories with many issues. However, ITSs en-

counter this challenge to the same extent, if not greater.

6.2 Internal Validity

The toolwas developed and evaluated exclusively using theOpenAImodels, specifically GPT-

4. Employing different models could potentially influence the quality of answers, leading

to perceived improvements and a better overall user experience. The thesis focused on the

development of a tool that leverages LLMs to enhance the knowledge retrieval process. Al-

though some effort was dedicated to prompt engineering, it wasn't the primary focus of this

thesis. However, allocating additional attention to prompt engineering has the potential to

produce improved results.

The selected questions in the experiment could influence the validity of the findings. The

tool was evaluated using three tasks to keep the experiment brief and ensure participant

engagement in the survey.
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The search input field of GitHub utilizes reserved keywords to provide additional func-

tionality. The 'NOT' keyword is used to exclude results containing a specific word [18]. This

feature proved problematic for some participants in the issue list group during Task 2, which

required them to translate a 'NOT IN' SQL query. Specifically, when the command 'not in'
was entered into the GitHub search input field, it succeeded, but 'NOT IN' failed.

The chatbot tool lacked support for follow-up questions that could leverage context from

previous interactions, primarily due to concerns about context length. Consequently, the in-

teraction differed from that of ChatGPT, assuming participants were familiar with it. Nev-

ertheless, this limitation did not significantly impact the overall experience, as most partici-

pants were able to obtain the correct information using a single prompt.

Additionally, most participants were familiar with the QWERTY keyboard layout. How-

ever, for the experiment, a keyboard with the QWERTZ layout was provided, which caused

some inconveniences for participants. I assisted participantswhowere looking for a particu-

lar shortcut or key. Nevertheless, this issue can bemitigated because it was a common issue

for all participants.

6.3 External Validity

The research was conducted primarily at EuXFEL and involved a relatively small sample size.

Consequently, the sample may not be highly representative of the overall population. In or-

der to derive conclusions that are more broadly applicable, it is necessary to conduct a more

extensive evaluation.

The majority of participants (24 out of 30) were from EuXFEL. Therefore, the experience

with LLMs and ITSs might be limited to the technologies employed at EuXFEL. To mitigate

this, I included participants from different groups at EuXFEL, like Data Analysis, Software De-

velopment, Electronics, and IT Infrastructure. Furthermore, theparticipantsweredistributed

as evenly as possible across the tool groups in order to reduce homogeneity within a group.

The number of issues in an ITS varies depending on the project. The repository of the

react-phone-number-input library contained numerous issues, although only one was rele-

vant for Task 1. In other repositories, multiple issues may contain the necessary information.

Three issues from two repositories have been included to account for this variation.

6.4 Conclusion Validity

Inferential statistics were employed on relatively small sample sizes. Furthermore, I also ex-

cluded data points when participants did not provide any answer or for similar reasons. This
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resulted in uneven group sizes, reducing the statistical significance of the tests applied in

this study. A larger sample size may lead to different results.

The selection of relatively simple tasks may limit the findings of the study. The inclusion

of more complex tasks that require information frommultiple issues and potentially involve

numerous ITSs could result inmoremeaningful insights. However, I opted formore straight-

forward tasks to reduce cognitive load and the risk of participants being unable to solve the

tasks.
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7 Conclusion

In this study, I conducted a controlled experiment on knowledge retrievalwith the assistance

of LLMs from multiple ITSs. The experiment included three test groups and a total of 30

participants. For the experiment, I developed a chatbot tool that fetches issues from various

ITSs, processes the issues' information, and then stores it in a database. The participants in

the experiment interacted with this tool in natural language and received either a summary

(group 1) or a list (group 2) of relevant issues. Group 3 interactedwith the usual ITS interface.

I utilized the UEQ to evaluate the user experience of the test groups. My study revealed

that practitioners prefer using a chatbot tool for retrieving knowledge from ITSs. The chat-

bot outperformed the other tools inAttractiveness, Efficiency, Stimulation, andNovelty (RQ1).

Furthermore, I conducted inferential statistics to analyze the task completion time and the

confidence of participants in their answers. No significant differences were observed among

the three test groups. However, the small sample size may be responsible for this outcome.

The average response time for participants using the chatbot tool was slightly longer com-

pared to the other groups, while it was the fastest for those using the link list tool (RQ2). In-

terestingly, participants who used the chatbot tool reported the highest confidence in their

responses. They utilized the generated summary and the provided issue links for further

verification. The issue list group participants expressed the lowest confidence ratings (RQ3).

Analysis of prompt patterns revealed that the chatbot group used significantly longer and

more detailed prompts compared to the link list group. The chatbot's conversational mode

likely encouraged participants to utilize dialog-like prompts (RQ4). The inclusion of issue

links in addition to the chatbot summary was not essential for task completion. The issue

links served as a verification step and slightly increased the confidence of participants (RQ5).

Finally, I analyzed the summaries generated by the chatbot using automatic metrics. My

results indicate that traditional metrics are not well-suited to evaluate LLM-generated text.

Utilizing metrics capable of capturing semantic meaning has been demonstrated to result

in more effective outcomes (RQ6).

Furthermore, the experiment highlighted the importance of presenting information in a

concise format, as participantswere prone to overlooking it otherwise. Moreover, the results

indicate that practitioners havenot yet established trust in LLMs. However, participantswere
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not fully familiar with the tool's implementation, which may have increased their trust.

My study introduced a novel approach for knowledge retrieval frommultiple ITSs. Future

work could explore the integration and evaluation of various LLMs. Furthermore, exploring

variousmethods for retrieving information to integrate as custom knowledgemight be ben-

eficial. An interesting evolution of the tool could involve summarizing issues in a specified

format prior to storing them in the database. Additionally, the output format could also be

specified. This approach might lead to more predictable responses and further enhance the

retrieval process. However, it is important to note that this results in longer processing times.

Implementing a periodic task to retrieve new issues would be advantageous for the future

use of this tool.

A larger-scale experiment involvingmore participants is necessary to derivemore reliable

conclusions. Additionally, conducting observations in real-world settings where the tool is

employed and connected to an actively used ITS can provide valuable insights. This would

reveal the tool's practicality and effectiveness in enhancing the knowledge retrieval process.

An interesting starting point could be a user support setting where ITSs are utilized to docu-

ment inquiries. In this scenario, the tool would retrieve previous inquiries, facilitating more

efficient responses from the user support staff.
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A Experiment

AppendixA contains theprecisewordingof the three tasks used in the controlled experiment

conducted in this study.

A.1 Task 1

Imagine you are using the react-phone-number-input library in your web application. It pro-

vides a React component that streamlines the process of inputting phone numbers. Based

on the phone number in the input field, it automatically identifies the country, applies the

appropriate format, and displays the corresponding country flag. For added flexibility, users

can manually set the country by selecting the available options from a dropdown list.

Whenusing the dropdown list (tomanually select a country) itwill only show the country

names without a flag. You aim to have the emoji flags (unicode) displayed in the dropdown

list aswell. Find out how this can be achieved by using our provided knowledge retrieval tool.

A.2 Task 2

Imagine you are using postgrest-py, a PostgresREST client for Python. PostgREST is a stan-

daloneweb server that turns your PostgreSQL database directly into a RESTful API. postgrest-

py enables developers to formulate SQL queries in Python syntax using a predefined set of

methods. Imagine you have the following query:

SELECT id, title, body, tags FROM issuesWHERE status = 'OPEN';

This query would look like this in postgrest-py:

await client.from(”table”).select(”id”, “title”, “body”, "tags").eq(”status”, “OPEN”).exe-

cute()

Your task is to translate the following SQL query to the postgrest-py syntax:

SELECT id, title, body, tags FROM issuesWHERE tags NOT IN ('wont fix', 'docs');

Please use our provided tool to retrieve the solution.
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A.3 Task 3

Imagine you are using postgrest-py, a PostgresREST client for Python. PostgREST is a stan-

daloneweb server that turns your PostgreSQL database directly into a RESTful API. postgrest-

py enables developers to formulate SQL queries in Python syntax using a predefined set of

methods. You are facing an issue while using postgrest-py. You are executing this query:

data= supabase.table('users').select('email, api_key').eq('api_key', 'fakekey').execute().dict()

This query should return elements where the api_key columnmatches the value fakekey.

You expect data to be empty because there is no api_key that is called fakekey. However,

data contains database entries after executing this query. Your task is to use our tool and

find out why the query is not working as expected.
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Acronyms

AI Artificial Intelligence. 8, 40

API Application Programming Interface. 4, 5, 16, 20

EuXFEL European XFEL. 15, 20, 21, 42, 43

ITS Issue Tracking System. i, ii, 1--3, 6, 7, 9, 10, 13, 15, 16, 20, 21, 25--32, 34, 35, 39, 42--46

KB Knowledge Base. 9, 18

LLM Large Language Model. i, ii, v, 2, 3, 7--9, 11, 13, 16, 19--21, 23, 26, 27, 29, 31, 32, 36, 40--43,

45, 46

RAG Retrieval-Augmented Generation. 3, 16

RSC React Server Components. 16

SDK Software Development Kit. 19

UEQ User Experience Questionnaire. 13, 23, 45

UI user interface. 2, 13, 18, 20, 27--30
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